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Chapter 1

An Introduction to the
Minimalist Foundation



Chapter Abstract

In this preliminary chapter, we will introduce the reader to the Min-
imalist Foundation, both in its philosophical and technical aspects.
In doing so, we derive some essential results which we will employ
throughout the later chapters.

1.1 Scope and Methods

As opposed to classical mathematics, which relies on an established stan-
dard foundation, namely the axiomatic Zermelo-Fraenkel set theory ZF (of-
ten extended with the Axiom of Choice), constructive mathematics enjoys a
variety of possible foundations in which it can be formalised and developed.
They come from a wide range of fields: axiomatic set theory, such as Aczel’s
constructive set theory CZF [AR10]; category theory, such as the internal
language of a topos Tropos [Mai05|; and type theory, such as Martin-Lof’s
type theory (intensional MLTT [NPS90|, or extensional eMLTT |[Mar84]),
Coquand-Paulin’s Calculus of Inductive Constructions CIC [CP90], and Ho-
motopy Type Theory HoTT [Unil3]. Each field and system carries its phi-
losophy, language, techniques and insights. We refer to this state of affairs
as pluralism in foundations.

Since those foundations often use different, incompatible principles, math-
ematics performed in one cannot be directly compared with that developed
in another. To help in this task and maximise the benefits of pluralism,
the Minimalist Foundation MF, first conceived by Maietti and Sambin in
[MS05] and then fully formalised by Maietti in [Mai09], was introduced to
serve as a common core for classical and constructive mathematics: extrinsi-
cally, through its compatibility with other existing theories in the literature,
meaning that definitions, theorems and proofs written in its formalism can
be exported soundly in the most relevant foundations, as the ones recalled
above; and intrinsically, by the modularity of its system, which can be flexibly
extended to accommodate one’s favourite mathematical style — for example,
in this work we will discuss its extension with inductive and coinductive
definitions (Chapter [2)), with propositional extensionality (Chapter [3)), and
with classical logic (Chapter . Of course, these two aspects are closely
related, and in many cases compatibility results are achieved by showing
that the theory in question is an extension of the Minimalist Foundation, so
that they can also be read as results about its modularity; this is indeed the
case of most of the type theories mentioned above [Mai09; (CM22|, including
the internal language of toposes [Mai05], and, less trivially, of axiomatic set
theories [MS22].



The design principle allowing the Minimalist Foundation to meet those
desired properties, whose applications will be encountered in many occasions
throughout this introductory chapter, is expressed by the slogan minimal in
assumptions, maximal in distinctions. On the one hand, fewer assumptions
keep the proof-theoretic strength of the system low and enhance its modu-
larity; on the other hand, since we want our foundation to be expressively
rich enough for developing non-trivial mathematics, many different notions
have to be introduced primitively.

The first and foremost instance of such principle is that MF does not
consist of a single theory, but of two distinct theories, corresponding to two
different levels of abstraction. More in detail, MF consists of:

e an extensional level, called emTT for extensional minimal type theory,
which is a calculus close to the ordinary mathematical language and
practice, understood as the intended place to formalise and develop
predicative constructive mathematics;

e an intensional level, called mTT for minimal type theory, which is a
calculus acting as a functional programming language enjoying a Kleene
realisability interpretation [TD88|;

e an interpretation, called quotient or restore interpretation, of the ex-
tensional level into a quotient model built over the intensional one.

We refer to this situation by saying that MF is a two-level foundation
[Mai09].

The presence of two levels makes it possible, from time to time, to choose
the appropriate one depending on the nature of the foundation to be com-
pared. This drastically improves the compatibility of the overall system and
actually reveals two distinct common cores: one among intensional theories
such as Martin-Lof’s type theory and the Calculus of Constructions; and
the other among extensional ones, such as axiomatic set theories and the
internal language of toposes. What is more, having two levels turns out to
be compulsory for a foundation which wants to be compatible with all the
different interpretations of constructive mathematics, since, as we recall in
Section [I.2] they give rise to conflicting demands that no single theory can
fulfil at once.

1.1.1 Formal Topology

Historically, topology has always been a stress test for the formalisation of
mathematics; this is especially true for predicative constructive mathematics,



in which even the traditional definition of topological space is unacceptable
given its use of the Power-set Axiom. Formal Topology is the study of topol-
ogy in a constructive and predicative setting put forward by P. Martin-Lof
and G. Sambin in [Sam87]; such notion was recently enriched to that of basic
topology, which primitively represents the basic open and closed subsets (see
[Sam03]) and whose definition is predicatively sound.

The desire of having a suitable foundation for the development of Formal
Topology was the other main impulse for the introduction of the Minimalist
Foundation. In turn, Formal Topology witnesses that a notoriously difficult
subject for formalisation as that of topology can be carried out in MF,
and consequently that non-trivial mathematics can be obtained in it with
little formalisation effort. Sambin’s book [Sam24] is a major witness in the
philosophical and technical aspects of this intertwined relation between the
formal system and the goal object of its formalisation.

In Chapter [2| we will contribute to the formalisation of Formal Topology
by showing a tight correspondence between the (co)inductive generation of
basic topologies and other general-purpose schemes of (co)induction.

1.2 Compatibility with foundational approaches

The pluralist vision pursued by the Minimalist Foundation, presented above
in terms of compatibility with fully formal foundations, does not end, nor
start, with them. General approaches to the foundations of mathematics,
independently to their eventual implementations in formal systems, have
nevertheless provided a crucial motivation for its introduction.

On a very ground level, this is the case of the broad spectrum of construc-
tive mathematics, as opposed to classical mathematics; and that of predica-
tive mathematics, as opposed to impredicative mathematics. It is clear that,
if a foundation wants to be compatible with both pairs of opposing philoso-
phies, it must embrace the firsts, i.e. be constructive and predicative, since
everything that can be proved in them can also be proved in the seconds,
while the reverse does not apply. In formal terms, a minimum requirement
(and some might even consider it sufficient) to be constructivist is to reject
— that is not to validate — the Law of the Excluded Middle LEM; thus, the
underlying logic of the system must be intuitionistic. An analogous role is
played for predicativism by the Power-set Axiom PSA, which must be re-
jected to prevent circular definitions.

 prop PSA A set

LEM ——— —_
© V —p true P(A) set



Starting from that, there are different combinations and interpretations
in which these philosophies can be delineated. We now recall those having
high conceptual relevance for the Minimalist Foundation and for foundations
in general.

1.2.1 Computational interpretation of constructivism

The recursive interpretation of constructive mathematics wants every notion
to be effective, computable. For intuitionistic logic, this is the case of the
Brouwer-Heyting-Kolmogorov interpretation, which regards proofs as algo-
rithms, thus holding in particular the validity of the Axiom of Choice.

(Vz € A)(3y € B)R(z,y) = (3f € A — B)(Yx € AR(z, f(x))  (AC)

On the other hand, in the recursive interpretation of arithmetic, every func-
tion is computable, that is programmable as a Turing machine; such view
validates the formal Church-Turing thesis

(Vf e N—= N)(Je e N)(Vx € N)(3y € N)(T(e,z,y) ANU(y) =n f(z)) (CT)

where T(e,z,y) is the Kleene predicate expressing that y is the encoding of
the computation history of the computable function encoded by e on input
x, and U(y) € N is the output of such computation.

In [Mai09], the authors proposed the consistency of a theory with AC+CT
as a formal criterion of compatibility with the computable interpretation
of constructivism. More in detail, they named proofs-as-programs theories
those enjoying program extraction from their proofs through a realisability
interpretation a la Kleene [TD8§| validating AC 4 CT.

This strict requirement highly conflicts with the usual mathematical prac-
tice and clearly shows the necessity of a two-level structured foundation. In
fact, the pair of axioms AC + CT is incompatible both with LEM, and with
the principle of function extensionality

(Vf,g€ A= B)(Vx € A)f(x) =p g(z) = f=asB9) (funext)

This has been proved in [TD8§| within the basic setting of intuitionistic
arithmetic of finite types HA®.

HA®Y + AC+ CT + funext 0 =1
HA* + AC+CT+LEMFO0=1

These behaviours rule out from being proof-as-program theories not only
classical foundations but also extensional constructive theories such as CZF



and Tropos, and even intensional theories with extensional features such as
HoTT.

Moreover, even among full intensional type theories, it is still an open
problem to determine whether the impredicative ones such as CIC can be
considered proofs-as-programs theories; until recently, the same question was
open for intensional theories satisfying the -equality rule of lambda abstrac-
tion

t(z) = s(z) € B(z) [x € 4]
(Ax € A)t(z) = (A\x € A)s(x) € (Ilz € A)B(x)
such as the standard versions of MLTT; this was answered positively in
[Péd24].

The intensional level mTT of MF (which indeed does not assume the
above &-rule) and a version of MLTT without the &-rule were proved in
[IMMS18] to be proofs-as-programs theories. Here, it is perhaps worth stress-
ing that mTT does not validate neither AC nor CT, and in fact it is even
consistent with both their negations.

§

1.2.2 Bishop constructivism

Among the possible interpretations of constructive mathematics, the one put
forward by Bishop in his treatment of real analysis [BB12] is notably one of
the most oriented towards a pluralist view, which made it a natural bench-
mark for the design of MF. Bishop’s main aim was to develop constructive
mathematics not in opposition to classical mathematics but as a generalisa-
tion of the latter, while, at the same time, keeping the possibility of extracting
computational content from proofs.

Many systems, among which CZF, MLTT, and HoTT, were proposed
as possible formalisation of Bishop mathematics, and the Minimalist Foun-
dation was introduced as a common core among them. However, MF does
not claim to exactly capture Bishop mathematics; one of the main reasons is
that, while Bishop mathematics is compatible with classical, impredicative
mathematics such as that formalised by ZF, it is nevertheless incompatible
with classical predicativism, as we recall in the next subsection.

For a comprehensive discussion of the relationship between MF and
Bishop’s mathematics see [MS23b; |(CM24].

1.2.3 Classical predicativism a la Weyl

In Das Kontinuum [Wey18|, Hermann Weyl advocated — and proved possible
— the development of real analysis in a classical and predicative fashion. One
of his main tenets was that to avoid any form of circularity, the continuum,



paradigmatically embodied by real numbers, should not be considered at
the same level as sets, such as that of natural numbers. In his words, not
the relationship of an element to a set, but of a part to a whole ought to
be taken as a basis for the analysis of a continuum. Real numbers, and,
more generally, the collection of subsets of a given set were something whose
existence was admissible, but not as an extensionally determinate domain;
in particular, no new set could be formed by quantification over them. A
similar treatment was applied to the collection of functional relations — i.e.
subsets of pairs R € P(A x B) satisfying the functionality condition

(Ve € A)(3ly € B)R(z,vy)

— as opposed to the set of rule-based functions.

As the reader will have the opportunity to acknowledge, the design and
terminology of the Minimalist Foundation closely resemble the ideas fore-
shadowed in Weyl’s treatment. In this elaborate, we will present meta-
mathematical results allowing us to upgrade such correspondence to a claim
of compatibility. In particular, in Chapter[d]we will prove that the extensional
level emTT of MF is equiconsistent with its classical version; from this, we
will deduce that the classical version of emTT is predicative and, in particu-
lar, that the collections of real numbers a la Dedekind and number-theoretic
functional relations do not form sets in it; in turn, these facts philosophically
allow us to see it as a formal foundation for classical predicativism a la Weyl,
and compatibility with it is achieved.

We remark that compatibility with classical predicative mathematics a la
Weyl is rather rare among constructive predicative foundations, since most
of them, such as CZF, MLTT, or HoTT, become impredicative when they
assume classical logic — in particular, the first one notoriously becomes ZF.

The source of their incompatibility is to be traced to the Axiom of Unique
Choice

(Ve € A)3ly € B)p(z,y) = (3f € A — B)(Vx € A)p(x, f(x)) (AC!)

This seemingly innocent axiom is, quoting M. E. Maietti, “a bomb ready
to explode”; where the thing exploded is the proof-theoretic strength of the
system, and the trigger is precisely LEM. This behaviour can be observed
again in the simple case of intuitionistic arithmetic of finite types

HA® + AC! + LEM I~ CA
where impredicativity is encoded through the Comprehension Axiom

(3f e N—= N)(Vx € N)(¢(z) & f(x) =1) (CA)
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In turn, HA® 4+ AC! can be easily interpreted in all the theories aforemen-
tioned, but not in MF, both of whose levels have been proved in [Mail7| not
to validate AC!.

The results recalled in this subsection and their refinements are proved
and discussed in [CM24], together with an in-depth analysis of the relations
between MF and Weyl’s mathematics.

To sum up, MF is compatible with the computational interpretation
of constructivism through its intensional level mTT; it is compatible with
the various systems proposed for formalising Bishop mathematics, and, in
particular, its extensional level emTT sits at the crossroad between Bishop
constructivism and Weyl predicativism.

1.3 Towards a formal notion of compatibility

In the previous sections, we often referred to the notion of compatibility
between theories, suggesting that a theory is compatible with another one if
the former can be interpreted in the latter while preserving the meaning of
its logical and set-theoretical entities; and we presented this property as the
main raison d’étre of the Minimalist Foundation, stating its compatibility
with both formal foundations and with general foundational approaches for
mathematics. In this section we elaborate on the notion of compatibility
between theories based on its definition in [CM22].

First of all, it is clear that our account of this notion relative to pre-formal
foundational approaches, by their very nature, could not be ever stated fully
formally — although, on a case-by-case basis, it can be endorsed by math-
ematical results, such as those mentioned in Section [I.2] Therefore, in the
following we restrict our attention to the case of formal theories.

As a first approximation, we say that a theory 77 is compatible with
another theory 75 if there exists an interpretation Z : 7; — 75 which preserves
the intended way of formalising mathematics in them, and in this case Z is
called a compatible interpretation. Pictorially, we are asking for the following
diagram to commute.

mathematics

-
P <
formalisation _-~ ~~_ formalisation
- - - > ~ ~
N

g T A
T > Ta

Clearly, this definition is still fairly philosophical; nevertheless, in most prac-
tical cases, the intended meaning of the dashed arrow in the diagram above
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is evident and unambiguous, as the following examples will hopefully show.

We will also be interested in the particular case where the theory 7Ts
is an extension of the theory 7;, meaning that the former is obtained by
extending the latter with new axioms or inference rules. In such a case, if
the compatible interpretation Z is the identity interpretation — that is, the
interpretation which sends each expression of the source theory to itself — we
say that 7Ty is a compatible extension of Ty.

Examples of compatible interpretations are the standard model of arith-
metic in axiomatic set theory, which interprets Peano’s arithmetic into clas-
sical set theory PA — ZF; or the identical interpretation of the construc-
tive version of Zermelo—Fraenkel set theory into the standard, classical one
CZF — ZF. To test their compatibility, consider the pre-formal notion
of the natural number two; it is formally expressed in PA as the term SSO0;
while, both in CZF and ZF, as the set {(}, {0} }. Both interpretations respect
such formalisations, and the same goes for all other terms and propositions
of arithmetic.

As non-examples, consider Godel’s double negation translation of classical
Peano Arithmetic into intuitionistc Heything Arithmetic PA — HA, or
the identical interpretation of Martin-Lof’s type theory into Homotopy Type
Theory MLTT < HoTT. In both cases, an existential statement formalised
in the domain theory is sent to something that does not correspond at all to
the formalisation of an existential statement in the target theory; e.g. the pre-
formal proposition there exists a natural number equal to itself is formalised
as the type (Xz € N)Id(N, z, z) in MLT'T, but as its propositional truncation
|32z € N)Id(N, z, z)|| in HOT'T; on the other hand, it is formalised both in
PA and HA as the formula 3z(z = x), which is however sent by the double-
negation translation to ~—3z(x = x).

Notice that the above examples and non-examples showed that the iden-
tical interpretation of a theory into an extension of it can or cannot be a
compatible interpretation: the theory PA is a compatible extension of HA,
while HoTT is not a compatible extension of MLTT.

As a second step, we can refine the above definition of compatibility by
replacing pre-formal mathematics with a chosen theory F acting as a lingua
franca between 7; and 7. When comparing foundations for constructive
mathematics, this role can be played by theories such as HA” in [TD8§],
or fragments of intuitionistic second-order arithmetic, since these will cer-
tainly possess an intended interpretation in both 77 and 75 if these latter
are proposed as sufficiently rich theories for the foundations of mathematics.
Then, given two interpretations F — Ty and F — T, we say that Ty is
compatible with Ty relatively to the given interpretations of F if there exists

12



an interpretation Z : 7; — 75 which makes the following triangle commute.

J’.’
RN
Ty > T

We stress once more that while the general notion of compatibility de-
scribed here is not yet fully formal (simply because the one of theory itself is
not), it can already serve well as a reference in each specific case. Therefore,
in the rest of the discussion, and especially in Section [1.8] we will rely on
this last notion with respect to HA® to state the compatibility of MF with
other foundations.

Finally, we will often resort to two auxiliary concepts introduced hereafter
in proving compatibility results between theories.

Constructors encodings We will often find ourselves in the situation of
having to prove that a given dependent type theory is expressive enough
to encode a given type constructor. To this end, we introduce the following
notion, which will be often referred to in Section and throughout Chapter

If 7 is a dependent type theory and C is a type constructor — intended
as the sets of its rules defined in the language of T — we say that T encodes
C if each new symbol appearing in C can be interpreted in 7 in such a way
that all the rules of C are valid under this interpretation. Moreover, given
two type constructors C and D, we say that they are mutually encodable over
T if T+ C encodes D and T 4 D encodes C.

As an example, consider the type of natural numbers N primitively defined
as an inductive type in the usual way; it is encodable as follows in any version
of MLTT having the singleton type N; and the list constructor List.

N := List(N;)
0:

succ(n) := cons(n, x)

Eln(n, b, (x, 2).c) := Eljis(n, b, (z,y, 2).c)

=€

Alternatively, consider the impredicative encoding of the following logical

13



constructors already possible in the base Calculus of Constructions.

1 := (V4 € Prop)y
o= :=Vr e
e N1p = (Vo € Prop)((¢ = ¢ = ¢) = ¢)
@ V1= (V¢ € Prop)((¢ = ¢) = (V= ¢) = ¢)
(Jz € A)p(z) := (Vi € Prop)((Vz € A)(p(z) = ¥) = ¢)
Id(A,a,b) := (VP € A — Prop)(P(a) = P(b))

All the above encodings satisfy the intuitionistic rules of the corresponding
logical constructor. In particular, the last encoding satisfies the rules of
Leibniz’s equality.

Equivalence of theories Usually, we want to consider theories indepen-
dently of their specific presentation. For this reason, we introduce the fol-
lowing notion of equivalence between theories.

Given a theory T, proposed as a foundation for mathematics, we can con-
sider the category Set of sets and functions formalised in such foundation.
We then say that two foundational theories 7; and Ty are equivalent if the
corresponding categories of sets Setr; and Setr, are equivalent in the sense
of category theory.

1.4 Levels of abstraction

There is a long-dated and pervasive tension in type theory between inten-
sional and extensional representations of mathematical concepts. Intuitively,
mathematicians want to be able to consider mathematical objects indepen-
dently of their particular presentations, while computer scientists are always
bound to these. This has theoretical consequences: extensional type the-
ories are closer to ordinary mathematical language and practice, but their
computational properties are inferior, most notably they lack decidable type
checking, which makes them harder to implement in proof assistants; con-
versely, intensional type theories generally possess valuable computational
properties such as normalisation, but doing mathematics in them can be
limiting and cumbersome.

In the literature, we can distinguish two main opposite ways to tackle
this problem. In one direction, one wants to design intensional type theories
satisfying desired extensional features in such a way as not to destroy their
computational properties, so that one single theory can serve all purposes;

14



this is the spirit for example of Homotopy Type Theory and derived theories
such as Cubical Type Theory [SA21|; another example comes from proof
assistants such as Agda or Coq, which by default implement a version of
Martin-Lof’s type theory and the Calculus of Constructions validating n-
equality rules for II- and Y-types while retaining the decidability of type
checking. The other approach, pursued for example in [SV98| and [Hof95],
tries to model extensional type theories using intensional ones; according to
this paradigm, computer scientists should always be able to interpret in an
intensional theory what mathematicians work out extensionally.

Of the two approaches described above, the Minimalist Foundation, being
a two-level foundation, follows the latter. Indeed, its extensional level emTT
is a theory ideally thought for pen-and-paper mathematics, with all the de-
sired extensional features a mathematician would wish for, among which
equality reflection, function extensionality, subset extensionality, effective
quotients, and proof-irrelevance — moreover, in Chapter [3, we will show that
one can also conservatively assume propositional extensionality. Construc-
tions and proofs performed in the extensional level can then be interpreted
in the intensional one mT'T, which is thought as a functional programming
language (with no extensional features whatsoever) for computer-aided for-
malisation of mathematics.

More specifically, the two levels emTT and mTT interact according
to Sambin’s forget-restore design principle [SV98|, which states that exten-
sional concepts should be obtained from intensional ones by abstracting —
that is forgetting — irrelevant computational information, in such a way that
it should always be possible, knowing how an extensional object has been
constructed, to restore the missing data and implement it back by inten-
sional means. Both the forget and the restore part were implemented in
[Mai09]; the former, by designing emTT as a theory obtained by strength-
ening the equalities of types and terms of mTT and introducing a quotient
set constructor; the latter, by interpreting the extensional level into a quo-
tient model built over the intensional one. Technically, such implementation
acts with an hide externally-reveal internally mechanism: it hides the compu-
tational content of extensional judgements in their derivations, which belong
to the meta-theory; and it defines an interpretation able to read these latter,
and to reveal the computational content internally, as judgements of the in-
tensional level. A key example of retrieved computational content is the case
of proof-terms. In emTT, proof-terms are abstracted away by imposing a
single canonical term true, which, when it appears in a judgement of the form
true € ¢, does not convey any information about the proof used to assert the
truth of the statement ¢. Nevertheless, a fully explicit proof-term can still
be recovered in mTT by reading a derivation of the judgement true € .
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The quotient interpretation of emTT into mTT is a cornerstone of the
Minimalist Foundation, and we think a simple hands-on example could be
useful to let the reader appreciate its basic functioning.

Example 1.4.1. Consider the following (derivable) judgement of emTT,
asserting the truth of a proposition in modular arithmetic

emTT I true € (32 € N/=3) 2° =y, [1]

and suppose we know the following specific derivation of the above judgement
(where we have omitted for simplicity some branches).

1eN truee2?=y3-1+1
N/=3set 2€N  truee (Fk e N)22 =y 3k +1
[2] € N/Eg true € [2]2 =N/=3 [1]
true € (3z € N/=3)2% =)=, 1

[-3
eq-Q

-Q
-3

The quotient interpretation interprets the extensional quotient set N/=3
as the intensional setoid (N,=j), and, accordingly, the extensional equal-
ity predicate [n] =y/=, [m] as the intensional relation (3k € N)n =y 3k + m;
finally, it turns the whole derivation above into the following decidable judge-
ment of mTT.

mTT - (2,1,id(4)) € (3n € N)(Tk € N)n® =y 3k + 1

Notice that now the proof-term is completely explicit, allowing us in partic-
ular to retrieve a witness to the existential statement.

In turn, after having interpreted an extensional derivation of emTT as an
intensional judgement of mTT, we can extract from the latter a program,
in the form of a Godel code. This can be done by following the interpre-
tation in [IMMS18] of mTT into a realisability model built in Feferman’s
predicative arithmetic of non-iterative fixpoints ff)1 [Fef82]. We regard such
a realisability model as a third level of abstraction of MF, the lowest, whose
language is akin to a machine code.

Figure [1.1] depicts the three levels of abstraction of the Minimalist Foun-
dation, their conceptual connections (each corresponding to a formal in-
terpretation), and their intended users. Notice that, in principle, nothing
prevents mathematicians from working and developing mathematics at the
intensional or the realisability level — however, they must be prepared to
live in the so-called setoid hell, or, even worse, that of arithmetic encodings.
Likewise, the extensional and the realisability levels can be interpreted as
programming languages too, but the computational behaviour of the first is
poor, while the second is low-level.
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Intended for Level

mathematicians emTT
forget]\lrestore
computer scientists mTT
limplement
machines 1D,

Figure 1.1: Three levels of abstraction of MF

Remark 1.4.2. As proven in [CM22], HoTT has the peculiar property of
being able of interpreting in a compatible way both the intensional and the
extensional level of MF. We expect this is also the case for other type theories
that follow the same approach described at the beginning of this section of
fitting in between full intensionality and full extensionality. -

Moreover, we recall that the realisability interpretation of mTT in ID,
factors through a version of MLTT. This is expected, since MLTT can be
read as a functional programming language primitively enforcing the Curry-
Howard isomorphism inherent to the computational interpretation of con-
structivism (see the discussion in Subsection [1.2.1)). In this sense HoTT,
being an extension of MLTT, is a theory capable of hosting even the realis-
ability level of MF.

Recall from Section that a key property of MF is its modularity. We
close this section with a brief comment on how this feature should interact
with its threefold levels of abstraction.

A constructive mathematician working with the Minimalist Foundation
might want additional features to develop a specific topic — we remark here
that this scenario is perfectly expected, and even desired by a minimalist
foundation. To this end, it is not enough to extend the mathematician’s
level, namely emT'T; to keep a realisability interpretation assuring that the
proofs still possess a computational content, the whole system of MF must
be extended to support the additional desired features. In practice, when
we want to add a new type constructor, this requires adding an extensional
version of it to emT'T, an intensional version of it to mTT, and checking that
both the quotient model and the realisability interpretation can be upgraded
to support it.

This is exactly what happened in the case of (co)inductive methods of
Formal Topology [CSSVO03; Sam03; Sam24]: the three levels of MF have
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been extended in [MMR21] to support an inductive topological constructor,
and in [MMR22] to support a dual, coinductive counterpart; Chapter [2 will
be devoted to analyse such extensions under a different perspective, and to
establish new compatibility results for the extended version in the spirit of
[Mail9]. Another example in this direction is the work in [Brel5|, which
extends the quotient interpretation to support the additional presence of
W-types in both emTT and mTT.

1.5 Types variety

In foundations, there are two important kinds of distinctions between entities.
The first is between logical and set-theoretical ones; in axiomatic set theories,
which are defined on top of predicate logic, or in logic-enriched type theories,
which are akin to multi-sorted logic, this separation is clear-cut and built-in;
however, when logic is part of a type theory, it can differ from the whole of it
with different degrees: the Calculus of Constructions treats logic as a prim-
itively distinct portion of the type theory; both in the internal language of
a topos and Homotopy Type Theory, logic is identified through a character-
isation, namely that of mono-types and h-propositions, respectively; finally,
in the extreme case of Martin-Lof’s type theory, the distinction disappears,
since its type theory fully identifies logic and set theory.

The second recurring distinction in foundations is on what is usually
called the size of a collection. We remark that a priori this has no relation
with the notion of cardinality from set theory; constructively, the size mea-
sured is not that of the number of elements in a given set or type, rather
it refers to the complexity of its construction. In this sense, axiomatic set
theories distinguish between sets and classes, while type theories usually dis-
tinguish between small and large types relative to a given universe. The
specific way this distinction is enforced in each theory determines its de-
gree of impredicativity, that is, the possibility of giving circular definitions;
when such power is unrestricted, it often leads to inconsistency (and this is
how historically the need for such distinction was first recognised); examples
of fully predicative theories, that is theories in which no amount of circu-
larity is allowed, are CZF and MLTT; controlled forms of impredicativity
are nevertheless common also in constructive mathematics, such as in the
Intuitionistic Zermelo-Frankel set theory IZF, CIC and Tropos-

The Minimalist Foundation embraces both of the above distinctions to the
maximum by identifying, in both of its levels emTT and mTT, four kinds
of types: small propositions, propositions, sets and collections — denoted
respectively props, prop, set and col. Formally, they are rendered as the
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Logic Set theory

Effective props —— set
Open-ended prop —— col

Figure 1.2: Kinds in the Minimalist Foundation

following typehood judgements.
© Props @ prop A set A col

Sets are particular collections, just as small propositions are particular
propositions; moreover, a proposition (respectively, a small proposition) is
identified with the collection (respectively, the set) of its proofs. Eventually,
we have the square of inclusions between kinds of types depicted in Figure
[1.2] The inclusions are formalised through the following rules.

T0 . 70
w props_| nto_set w

props-into-prop
© prop © set

0 ) A set
¥ prop set-into-col

Y co col

prop-into-col

The distinction between logic and set theory is clear: propositions are
statements that can be judged true, whereas sets and collections are domains
over which quantification can be performed and whose elements can be com-
pared for equality. On the other hand, the size distinction is deployed in
the Minimalist Foundation with a peculiar qualitative stance to it. Contrary
to a plain quantitative size label attached to an object, it reflects the philo-
sophical distinction between effective and open-ended domains. Intuitively,
a set is an inductively generated domain, such as the natural numbers N,
whose canonical elements are fixed in advance and are not subject to pos-
sible extensions of the ambient theory. On the contrary, the elements of a
collection could be potentially ever undetermined, consider for example the
subsets of natural numbers P(N), which may increase in number as soon
as the theory becomes more expressive. Accordingly, small propositions are
those propositions which have quantifiers and equality predicates restricted
to sets.

The distinction between effective and open-ended domains avoids impred-
icative definitions; in particular, in emTT one can form the power of a set,
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but the resulting type is a collection.

A set
P(A) col

On the other hand, treating logic primitively, as in the Calculus of Con-
structions, allows to control the information flow from proofs to programs
and prevent choice principles from being validated. In MF, the compart-
mentalisation of logic is achieved through an additional refinement: that of
allowing the elimination rules of inductive propositional constructors to act
only towards propositions. The crucial consequences of this design are best
seen in the case of the existential quantifier. Consider the elimination rule
of the existential quantifier, and compare it to the one of dependent sum,
which can instead acts towards dependent collections.

Y prop
c€ (Jr e Ap(z) m(x,y) €Y lz € Ay € p(x)]

E-3 Els(c, (z,y).m) € ¢

M(z) col [z € (Xx € A)B(x)]
ce (Xx e A)B(x) m(x,y) € M((x,y)) [x € A,y € B(z)]

E-X Els(c, (x,y).m) € M(c)

Notice that it is always possible to extract the first component of a pair
c € (Xz € A)B(z) as the term m(c) := Elg(c, (z,y).2) € A; however, the
same idea cannot (always) be used for extracting the witness of an existential
proof p € (3x € A)p(x), since the term Els(p, (x,y).z) is bad typed whenever
A is not a proposition.

Finally, the main consequence of having logic included in the type theory
is that it allows to form new collections by comprehension with a proposition,
as well as new sets by comprehension with a small proposition. This is
achieved through the dependent sum constructor, as shown in the following
derived rules.

A col  p(z) prop [z € A] A set  @(x) props [z € A
(Xz € A)p(x) col (Xx € A)p(z) set

1.5.1 Comparison with other foundations

It could appear somewhat paradoxical, but, despite constructive mathemat-
ics being defined by the fact that it takes existence seriously, in most of
its type-theoretical foundations the existential quantifier is not a primitive
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concept, with decisive proof-theoretic consequences. Here, we argue that
this phenomenon is always the result of an extra assumption imposed on
the Minimalist Foundation’s square [1.2, resulting in the deletion of some
distinction.

More generally, as discussed in the beginning of this section, variants of
the MF square can be found in almost all foundations; the analysis of their
relationship is often decisive in obtaining compatibility results. We shall now
present the most important cases.

Second-order arithmetic The above examples of N and P(N) for set
and collection, respectively, are not casual. The MF square [1.2| can be
interpreted as an enhancement of the usual distinctions in (fragments of)
second-order arithmetic between the two sorts N and P(N), and between
arbitrary formulas and arithmetical ones, which are precisely those formulas
in which quantification is restricted to N (see Figure . In particular,
the intended interpretation of the arithmetic comprehension axiom ACA
[Sim09] fragment of second-order arithmetic into the Minimalist Foundation
is a direct formalisation of this idea.

Formulas Sorts
First-order arithmetical N
Second-order arbitrary P(N)

Figure 1.3: Entities in second-order arithmentic

Martin-Lof’s type theory In MLTT, where the propositions-as-sets
paradigm is enforced, the square of MF is horizontally collapsed (Figure
. As a major consequence, the existential quantifier coincide with depen-
dent sum

(Fz € A)p(x) = (Bx € A)p(x)

and AC gets validated.

Theorem [1.8.1| will show how to formally implement this specialisation
for the kinds of the intensional level, proving that MLTT is a compatible
extension of mTT.
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Small small type

[

Large large type

Figure 1.4: Kinds in MLTT relative to a given type universe

Logic-enriched type theory When the types of MLTT are used to sort
logic, as it happens for example in the logic-enriched type theory of [GA06],
the square of the resulting theory (Figure shares a closer resemblance
with that of MF; there, however, logic lacks comprehension, and it is entirely
separated from type theory.

Logic Type-theory
Small small prop small type
Large prop type

Figure 1.5: Entities in logic-enriched type theory

Calculus of (Inductive) Constructions In CIC, where an impredica-
tive universe of propositions is postulated, the MF square is — conversely to
MLTT - vertically collapsed (see Figure , where we ignored additional
size distinctions given by type universes); consequently, PSA holds, and the
existential quantifier is introduced with the usual impredicative encoding.

(Fz € A)p(x) = (V) € Prop)((Va € A)(p(z) =) = ¢)

Analogously to MLTT, Theorem will show how to formally implement
this specialisation for the kinds of the intensional level, proving that CIC is
a compatible extension of mTT.

Logic Set theory

prop — type

Figure 1.6: Kinds in CIC
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Homotopy Type Theory In HoTT (Figure[l.7), both logic and set the-
ory are identified with specific portions of the whole type theory through
the characterisation of the types h-levels, which counts how many iterations
of the identity types are needed to reach the unit type. The existential
quantifier is again defined through dependent sum, this time however it is
propositionally truncated to force the right h-level.

Bz € A)p(x) = [|(Bx € A)p()]|

In this way, whilst AC does not hold, HoT'T nevertheless validates AC!.
Due to the peculiar nature of HoT'T, the specialisation of kinds described
above has been formally performed in [CM22] both for the intensional level

mTT, and for the extensional one emTT, showing that they are both com-
patible with HoTT.

Logic Set theory
Small small h-prop —— small h-set
Large h-prop ———— h-set

Figure 1.7: Kinds in the set-theoretic fragment of HoTT relative to a given
type universe

Internal language of toposes The internal language Tropos formulated
as in |[Mai09], collapses the square vertically, since it is impredicative, and
characterise propositions as the so-called mono-types, that is types with at
most one element (Figure; in this way, it validates both AC! and PSA, and
existential statements can be defined both using the impredicative encoding
as shown for CIC, or, as shown in [Mai05|, as quotients of dependent sums
by the trivial equivalence relation.

(Fz e A)p(z) = ((Zx € A)p(x))/T

In Theorem we will show how to formally implement this specialisa-
tion for the kinds of the extensional level, proving that Tropes is a compatible
extension of emTT.
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Logic Set theory

mono-type ——— type

Figure 1.8: Kinds in Tropos

Constructive set theory The theory CZF not only distinguishes between
sets and classes, as the classical ZF does; it also considers a subclass of for-
mulas, called A or restricted formulas, again as those in which quantification
is performed only over sets; in particular, its axiom of predicative separation,
allows to create new sets by comprehensions using only Ag-formulas. More-
over, by identifying a formula ¢ with the subsingleton {z |z = 0 A ¢} it
generates by comprehension, one obtains the square in Figure [I.9] The sim-
ilarity to that of MF is evident; and an interpretation of MF into CZF is
easily achieved by specialising each vertex of the square following the stan-
dard set-theoretic interpretation of type theory (see [MS22| for a detailed
account).

Logic Set theory
Small Ag-formula L}> set
Large formula ‘L> class

Figure 1.9: Entities in CZF

1.6 The formal calculi

In this section, we present the formal calculi mTT and emTT, formulated
as dependent type theories a la Martin-Lof [NPS90|, and accounting for the
intensional and the extensional level of MF', respectively.

Preliminary, we recall that, in dependent type theories, where the defi-
nitions of language and derivability are intertwined, the expressions of the
calculi have to be introduced first with a so-called raw- or pre-syntax (see
[Str93]). This subtlety is often tacitly overlooked, since, for the sole pur-
pose of presenting a calculus, syntax can be introduced in fieri; however,
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when formally dealing with operations on syntax such as interpretations and
translations, we must resort to it.

We recall that there are ways of presenting type theories which avoid re-
ferring to the pre-syntax at all; the syntax of those presentations is usually
called intrinsic or typed (as opposed to the eztrinsic (pre-)syntar mentioned
above) since it coincides at the same time with the derivable judgements of
the theory (see [AK16]). The intrinsic approach usually relies on the seman-
tic notion of Dybjer’s Categories with Families [Dyb96|, by using explicit
substitution and making judgemental equality coincide with the equality of
the meta-theory. Not to derail from the original presentation of the theory
in [Mai09], we followed the extrinsic approach.

Pre-syntax The pre-syntax of both emTT and mTT consists of pre-
contexts, pre-types, pre-propositions, and pre-terms. It is assumed fully
annotated, in the sense that each (pre-)term has all the information needed
to infer a putative (pre-)type it belongs to. Although for readability we
will leave a lot of annotations implicit, in some cases they will be displayed
explicitly e.g. to correctly define interpretations.

Substitution of a variable x for a pre-term ¢ in an expression e will
be denoted with square brackets e[t/x]. Moreover, if we have a list of
pre-terms v = ti,...,t,, we denote with e[y] the successive substitutions

eltr/a] - [tn/wn).

Notions of equality When dealing with the syntax of a dependent type
theory, we need to carefully distinguish three different notions of equality:

e meta-equality between entities in our meta-theory e; = eq; it will refer
often to equality between expressions of the pre-syntax, and in this
case it is called syntactic equality; it will be also used to compare the
semantical results of interpetations;

e judgemental equality between types A = B and terms a = b € A, with
the latter sometimes shortened as a = b when the common type is clear
from the context;

e the propositional equality type between two terms of a given type, which
is written Id(A,a,b) in the intensional level mTT, and Eq(A,a,b) in
the extensional one emTT; the former will be often abbreviated as
a =4 b.
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Notation We will throughout use the following standard type-theoretic
shorthands: we denote with — (resp. x ) a non-dependent II-type (resp. a
non-dependent ¥-type), and we will reserve the arrow symbol = to denote the
implication connective; we will often write f(a) as a shorthand for Ap(f,a);
we define negation, the true constant, and logical equivalence as follows:
p=p=1, T =l osv:=p=9YAN)=p

Form of judgements Both emTT and mTT have the following forms of
dependent judgements. First, we have the auxiliary judgement stating that
a telescopic list of variable assumptions is a well-formed context

Cete withT =z € Ay, 2, € Ap(2, ..., T 1)

then, we have typehood judgements, asserting that an expression in context
is a type of a certain kind

@ props [T'] @ prop [T] A set [T A col [T]

respectively, small propositions, propositions, sets, and collections; analo-
gously, there are type equality judgements, asserting that two expressions
are equal as types of a certain kind.

© = prop; I w =1 prop [T'] A = B set [I] A= Bcol [I'
Finally, we have typing and term equality judgements.
ac Al a=be Al

It will also be useful to consider the following judgement forms managing
telescopic substitutions

veT[A]  y=6€T[A]

where v and ¢ are list of pre-terms, and I' and A are pre-contexts. In par-
ticular, the judgement v € T' [A] states that v = t1,...,¢, is a telescopic
substitution from the context A to the context I' = x1 € Ay,...,z, € A,
namely that the following primitive judgements hold.

te AL [A] oty € Aglti/a] [t 2] [A]

Analogously, the judgement v = 6 € I' [A] states that v = t1,...,¢, and
0 = s1,...,8, are equal telescopic substitution from the context A to the
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context I' = x1 € Ay,...,x, € A,, namely that the following primitive
judgements hold.

tl =51 € A1 [A] tee tn =S, € An[tl/l’l] tee [tnfl/xnfl] [A]

As usual, when doing calculations or writing inference rules, the piece of
context common to all the judgements involved is omitted. Moreover, we
will often employ the placeholder type in a judgement of the form A type [[]
or A = B type [I'] standing for one of the four kinds props, prop, set or col;
always with the same choice if it occurs multiple times in an inference rule
or in a sentence.

Finally, we use the entailment symbol 7 - J to express that the theory
T derives the judgement [J.

Common structural rules The following structural rules are shared by
both calculi: rules for context formation and variable assumption

Foctx A col [T]

() ctz 'z e Actx
'z e A A ctx

‘T EeA,ze A A

ax (with x fresh variable)

va

where () denotes the empty context; conversion rules

aceA A= B type a=beA A= B type
conv eg-conv
a=beB

a€B
rules stating that judgemental equalities of types and terms are equivalence
relations

type-ref Atype term-ref acA
yp A = A type a=a€A
b B = A type ; sm 2= be A
e-sym ——— erm-sym ——
ypesy A = B type y b=acA
A= Btype B =C type a=beA b=ceA
type-tra term-tra
A= C type a=ceA
and, finally, rules for inclusion between kinds of types
props-into-prop £ Provs props-into-set © Props
© prop Y set
A set
set-into-col prop-into-col Y prop
A col @ col
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1.6.1 Minimal Type Theory mTT

The Minimal Type Theory mTT is a fully intensional dependent type theory
which can be thought as a common refinement of MLTT and CIC. It is a
version of the first-order fragment (meaning the fragment that includes only
one universe) of the former enriched with a primitive kind of propositions,
and a predicative version of the latter.

In the following, we present its main mechanism and peculiarities; its full
set of rules can be found in Appendix [A.1]

Structural rules Compared with most dependent type theories, mTT
follows an unusual design in not assuming judgemental congruence rules for
its types and terms constructors. In particular, mTT does not assume the
so-called &-rule for lambda terms.

t(z) = s(z) € B(z) [z € 4]
(Ax € A)t(z) = (A\z € A)s(x) € (Ilz € A)B(x)

Without further means, the absence of these rules would break a fundamental
property of any type system, namely the preservation of judgemental equal-
ity under substitution. To compensate for that, mTT, additionally to the
common structural rules recalled above, postulates the following structural
rules of substitutions.

Ctype [z e A,A] a=be AT
Cla/z] = C[b/z] type [I', Ala/x]]

type-sub

ceClze A Al a=be Al
cla/z] = c[b/x] € Cla/z] [I', Ala/z]]

term-sub

Then, the types of mTT are constructed as follows.

Propositions Propositional constructors are those of predicate logic with
equality; namely, the falsum constant L, the connectives A, V, =, the quan-
tifiers V, 3, and an equality predicate Id a la Leibniz. Their introduction
and elimination rules are a proof-relevant, computable version of the cor-
responding ones in natural deduction, where the only computation rule as-
sumed is [-equality. In particular, their elimination rules act only towards
non-dependent propositions; we report for example the elimination and com-
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putation rules of the disjunction.

xprop peEpVY tz)ex[r ey s(z)€ x|z e
Elv(p, (z).t,(x).5) € x
X

xprop eV prop peyp t(x)e

PV EL(ink (p), (2)4, (2)-5) = (p) € X
€
)

E-Vv

BC,y XPTOP PV Pop qEY t(x)

The same goes for the intensional equality predicate, which, contrary to
Martin-Lof’s identity type, eliminates towards propositions not depending
on a proof-term.

R(z,y) prop [x € A,y € A] peld(A,a,b) t(x) € R(x,z) [z € A

E-Id Ela(p, ().t) € R(a,b)

Intuitively, the rule above is saying that Id(A, z,y) is the smallest reflexive
relation on A. On the other hand, consider the following alternative elim-
ination rule which, acting towards predicates instead of relations, directly
displays the Leibniz characterisation of propositional equality.

P(x)prop [z € A] peld(A,a,b) q€ P(a)
E||d(p, q) € P(b)

It is easy to check that the two elimination rules are mutually encodable: one
can encode E-Id through E-Id" by fixing a term of the relation P(z) := R(a, z);
in the other direction, one can use E-ld to encode E-ld’ by exploiting the
implication connective R(z,y) := P(z) = P(y).

E-Id’

Small propositions Small propositions are just those propositions in which
quantifications and propositional equalities have been applied only over sets.
Formally, they are generated using the following formation rules.

Aset ac A be A
F.-Id
L prop, Id(A, a,b) props

Fe- L

© props Y props

0P, 70D 70D 70D
_ $Props Y prop F_\ $Props ¢ prop

F. s Fo- =

© N props ¢ V1 props © = P prop;
o(x) props [x € A] A set o(x) props [x € A] A set
Fs-V F.-3
(Vz € A)p(x) props (Jz € A)p(x) props
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Sets The sets of mTT are formed using the basic type formers of MLTT
presented with their usual formation, introduction, elimination, and compu-
tation rules; namely, we have the empty set Ng, the singleton set Ny, lists
List, disjoint sums +, dependent sums 3, and dependent products II. With
the exception of II-types, the elimination of all the other inductive set con-
structors is towards dependent collections. It is important to notice that, as
it happens for propositions, the only computation rules assumed for those
constructors are J-equalities. The n-equalities of set constructors can be de-
rived only propositionally using the elimination principle of the corresponding
constructor; as an example, consider the case of dependent sum.

Els(c, (x,y).id({(z,y))) € ld( (Xz € A)B(z), ¢, (m(c),m(c)) )

Collections Apart from sets and proposition (which are all collections), in
mTT there is only one basic constructor for collections, namely the universe
of small propositions Props. To simplify our meta-mathematical investiga-
tions, we consider its version a la Tarski (as opposed to its definition a la
Russell in [Mai09]) through the following rules.

F-Prop, 5————  |-Prop, = - %° E-Prop

Props col © € Props * T(c) props

¢ € Props

€ Pro
p props 1-Prop, —" Ps

T(®) = ¢ props T(c) = ¢ € Props

Eq‘Props (10 :Aw prOpS

-~

© =1 € Props
Notice that thanks to the structural rule type-sub, also the following rule is
derivable.

C-Props

¢ =d € Props

T(c) = T(d) props

In this work, we choose a homogeneous coding, contrary to the presentation
in [MM15] which instead postulates an ad hoc code for each propositional
constructor. The two presentations are essentially equivalent, but the one
used here is more suitable to possible extension with new propositional con-
structors such as those we will consider in Chapter |2 because we won’t need
to postulate a new introduction term for Props anytime we introduce a new
small propositional constructor. Collections are closed under dependent sum
> — this is vital to define collections by comprehension with propositions;
on the contrary, in general collections, are not closed under the other con-
structors listed above for sets; and, in particular, they are not closed under

Eqg-E-Props
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dependent products II. The only exception is that it is possible to form the
collection of small propositional operations taking arguments in sets, which
can be thought of as a universe of small predicates on that set.

A set
A — Props col

F-IIProps

Notice that, contrary to [Mai09], to simplify our meta-mathematical treat-
ment we do not present the above collections through dedicated rules: the
arrow — refers as usual to the non-dependent version of II, and the resulting
type automatically follows its rules.

1.6.2 Extensional Minimal Type Theory emTT

The Extensional Minimal Type Theory emTT is a fully extensional depen-
dent type theory obtained by enriching the first-order fragment of eMLTT
in [Mar84] with primitive propositions, a quotient set constructor and a pred-
icative powerset constructor; following the predicative terminology of MF,
the latter will be referred to as a power-collection constructor.

In the following, we present its main mechanism and peculiarities; its full

set of rules can be found in Appendix [A.2]

Strctural rules Apart from the common structural rules shared with mT'T,
the calculus emTT has also the following rules for embedding kind equalities

: p = 1 props : © =Y props
eg-props-into-prop —— eg-props-into-set ———
¢ =1 prop © =1 set
) A = B set _ w =1 prop
eqg-set-into-col ————— eq-prop-into-col ——
a A= B col qa-prop w =1 col

We remark that the structural rules type-sub and term-sub peculiar of mTT
will nevertheless be derivable in emTT.
Then, types of emTT are constructed as follows.

Propositions InemTT, proof-irrelevance is forced with the following rule.

pprop pey qep
P=qey

prop-mono

Moreover, a canonical proof-term true is introduced as a useful shorthand.

pprop pep
true €

prop-true
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We will often render the judgement true € ¢ [I'] as ¢ true [I']; moreover,
when we say that a certain proposition ¢ holds, can be derived, is satisfied
or similar, we mean that the judgement ¢ true [I'] is derivable.

Propositional constructors are again those of predicate logic with equality,
formalised similarly as in mTT. Compare for example the elimination rule
of disjunction with the same rule reported above for mTT.

£y Eprop @V iptrue &truelr € p] & true [z € 1)
i & true

The most important difference with respect to mTT is that emTT has an
extensional propositional equality; it is denoted as Eq(A, a,b) with a,b € A
and its elimination rule is the so-called equality reflection.

Eq(A, a,b) true

E-Eq a=bec A

Moreover, notice that, since there is proof-irrelevance, propositional con-
structors do not need computation rules.

Small propositions Exactly as in mTT, small propositions are the ones
where equality and quantification are restricted to sets.

Sets The set constructors of mTT (namely, the empty set Ng, the singleton
set Ny, lists List, disjoint sums +, dependent sums 32, and dependent products
IT) are present also in emTT, with two main differences regarding their
equalities. Firstly, emTT assumes n-equality rule for dependent products

f e (llz € A)B(x)
(Ax € A)Ap(f,z) = f € (Ilx € A)B(x)

nC-11

As in mTT, the n-equality rules of the other set constructors can be de-
rived; now however, thanks to equality reflection, also the judgemental rule
is validated.

Secondly, for each type and term constructor, emTT assumes its con-
gruence rule; for example, in the case of dependent product there are the
following three rules

A set  B(z) set [x € A

A" set  B'(x) set [x € A']

A= A"set B(x)= B'(x) set [x € A]
(Ilz € A)B(z) = (Ilx € A")B/(x) set

eq-F-11
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r)=V(x) € B(x) [xr € A] (Ilz € A)B(x) col

Eeq-I-11 IE(/\

€ Mb(z) = (A € A (z) € (I € A)B(z)
f=fe(llze A)B(z) a=d €A
4B N a) = Ap(f', @) € B(a)

where the second one is the so-called &-equality rule; recall that the combi-
nation of the £ and 7 congruence rules for the dependent product allows us
to derive the following rule

Ap(f,z) = Ap(g,z) € B(xz) [x € A]
f=ge€ (lzx e A)B(x)

which, thanks to equality reflection, is equivalent to funext.

Finally, emTT has an additional set constructor that allows to form the
quotient of a set by a small equivalence relation (that is, an equivalence
relation which is a small proposition); its formation rule reads

A set R(x,y) props [v € A,y € A

R(z, ) true [z € A

R(y,x) true [x,y € A,p € R(z,y)]

R(z, z) true [x,y,z € A,p € R(x,y),q € R(y, 2)]

FQ A/R set

The canonical elements of a quotient set are equivalence classes represented
by an explicit element of A.

A/R set a€ A
[a] € A/R

-Q

The congruence rule for the introduction term of quotients is stronger than
the usual pattern followed by other constructors.

A/Rset a€ A be A R(a,b) true

eaHQ =D c AR

(notice that in [Mai09] the above rule is called eq-Q, and a weaker eq-I-Q
is also stated, although superfluous). In Proposition quotients will be
shown to be effective, in the sense that the following derived rule, inverse to

eq-1-Q, is derivable.
[a] = [b] € A/R
ff
¢ R(a,b) true
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Finally, the quotient elimination and computation rules state that we can
eliminate whenever the operation involved does not depend on the choice of
representatives.

M(z) col [z € A/R)]
ce A/R m(x) € M(
m(x) = m(y) € M([z]

[2]) [z € A]
YxeAye A pe R(x,y)]

EQ Elg(c, (z).m) € M(c)

M(z) col [z € A/R)]

acA m(x)e M([z]) [x € 4]

m(x) =m(y) € M([z]) [x € Ay € A,p € R(z,y)]
req Elq([a], (z).m) = mia) € M([a]

a)
Notice that for the premises m(z) = m(y) € M([z]) above to typecheck we
need the congruence rule eq-1-Q.

Collections Apart from sets and proposition (which are all collections), in
emTT there is only one basic constructor for collections, the power collection
of the singleton P(1). It is also known as the collection of small propositions
up to equiprovability; indeed, in the quotient model in [Mai09], the collection
P(1) is interpreted in the intensional level as the setoid (Props,<>). The fact
that its intended interpretation is that of a quotient is evident also by the
following rules, which closely match those of the quotient set constructor.

o] =[] € P(1)
© < P true

© props Y &P true
[v] € P(1) lpl = [¥] € P(1)

One peculiarity of P(1) is that, although it is a collection, its equality is
postulated to be a small proposition.

UeP(l) VeP()

Eq(P(1),U, V) props

Thanks to that, we have a canonical way to pick a representative from the

elements U € P(1) thought of as equivalence classes of equiprovable small
propositions; we define it through the following shorthand

Dc(U) :=Eq(P(1),U,[T]) props

I-P(1) eq-1-P(1)

eff-P(1)

F-Eq-P(1)

observing that, thanks to the rules eq-I-P(1) and eff-P(1) above, it satisfies
the following derived rule.

Y Props
Dc([¢]) < ¢ true
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Finally, we postulate the following n-equality, which will be vital to derive
subset extensionality in Subsection [1.7.9]

UecP(1)
[Dc(U)] =U € P(1)

n-P(1)

In emTT, collections are closed under dependent sum X, and under taking
the non-dependent function space of a set A towards the collection P(1).

A set

FHP“)A—+PU)wz

This last rule is particularly important, since A — P(1) will be interpreted as
the power-collection of A, which will be throughout shorthanded as follows.

P(A) = A — P(1)

1.7 What is like to do mathematics in it?

The it in the title of this section should refer to the extensional level emT'T,
since, as we argued in Section [1.4] 4t is the right level of the Minimalist
Foundation for developing mathematics. In the following, we collect some
basic results useful both for working within emTT, and for reasoning about
its meta-mathematics; at the same time, we hope that this will give the
reader an opportunity to get acquainted with the peculiarities of the system
through hands-on examples.

1.7.1 Different notions of function

Recall that in emTT, for two sets A and B, and a relation R(z,y) prop [z €
A,y € B] between them, the Axiom of Unique Choice AC!,4 g, and there-
fore the Axiom of Choice AC4p do not hold in general [Mail7] (see also
Proposition for another small example).

(Ve € A)(Fy € B)R(z,y) = (3f € A— B)(Vx € A)R(z, f(z)) (ACap)

(Ve € A)(3ly € B)R(x,y) = (3f € A — B)(Vx € A)R(x, f(x)) (ACl4p)

One of the most important distinctions enforced by the absence of unique
choice is the one between functions as type-theoretic functions, which we will
call operations, that is terms of the function space A — B, and functions as
functional relations, that is total and singled-value relations on A x B.
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In emTT, each operation f € A — B induces a functional relation by
taking its graph
f(z) =p yprop; [x € A,y € D]

However, due to the failure of AC!, not every functional relation can be turned
into an operation. Another key difference is that, given two sets A and B,
while operations form the set A — B, most of the time small functional
relations form a collection.

FunRel(A, B) := (XR € P(A x B))(Vz € A)(3ly € B)R({x,y)) col

Even worse, since there is no universe of arbitrary propositions, arbitrary
functional relations do not have a type at all in emTT.

Finally, whenever A and B are not necessarily sets, it is useful to consider
functional terms between them, that is terms t(x) € B [x € A] of type B
defined in the context extended by A. Clearly, operations f € A — B can
be thought as functional terms Ap(f,z) € B [x € A], and, whenever the
function space A — B exists, there is an obvious one-to-one correspondence
up to judgemental equality between the two notions coincide.

For more analyses of such pivotal distinction, see [MS05| and Sections
1.1.6, 2.1.3, and 2.2.2 of [Sam24]. Throughout this work, we will give greater
consideration to the notion of operation and functional terms; starting with
the following definitions.

Definition 1.7.2. Let A and B be two collections, and t(z) € B [z € A] a
functional term between them.
We say that t is injective if it satisfies

(Vo,y € A)(t(x) =5 t(y) = = =4 y)
surjective if it satisfies
(Vy € B)(Fz € A)t(x) =p y
and bijective if it is both injective and surjective, namely, if it satisfies
(Vy € B)(3lx € A)t(z) = y
where we have used the shorthand
(Flz € A)p(x) := (Fz € A)p(x) A (Vz, 2" € A)(p(x) ANp(') = x =4 ')

In the latter case we say that the sets A and B are in bijection.
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Moreover, we say that ¢ is an isomorphism, or invertible, if there exists
another functional term ¢~ !(y) € A [y € B] such that

(Vo € At (H(x)) =1 @ A (Vy € BIE' (W) =5y

in this case, we say that A and B are isomorphic.
An operation will be called injective (resp. surjective, bijective, invertible)
if it is injective (surjective, bijective, invertible) as a functional term.
Finally, if A and B are sets, we define the following small proposition
shortened as A = B expressing internally that A and B are isomorphic.

3feA—=B)3f'eBoA)(f " of=apids A fof ' =p,aidp)

where identities id_y and compositions (—) o (—) for operations are defined
in the usual way.

Notice that for a functional term being invertible implies being bijective,
but asking in general for the reverse direction is equivalent to AC.

The notion of isomorphic collections is vital also in the meta-mathematical
study of MF'; in particular, we will often employ the following definition.

Definition 1.7.3. We say that a collection is proper if it is not isomorphic
to any set.

As expected examples, we have the following.
Proposition 1.7.4. The collections P(1) and P(N) are proper.

Proof. 1f P(1) were isomorphic to a set, then P(N) would be too. However,
in that case we could interpret full intuitionistic second-order arithmetic in

emTT; but this is a contradiction since we know that the proof-theoretic
strength of emTT is bounded by ID; as shown in [IMMS1§]. O

As non-examples we can just consider sets, or trivialities such as P(N)x Ng
or P(Np), which cannot be proved to be sets but are nevertheless isomorphic
to the empty set Np and the singleton set Ni, respectively.

1.7.5 Interaction between logic and type theory

Recall that, in the Minimalist Foundation logic is part of the type theory,
and thanks to equality, comprehensions, quotients, and power-collections,
they are highly intertwined. We will therefore derive some basic properties
of this interaction.
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For the next proposition we define the following. For a collection A col,
let Inh(A) := (3z € A)T prop be the proposition stating that A is inhabited;
define the set of booleans Bool := N; + N; set, with canonical elements
OBool := inl(*) and 1gee := inr(x) (we will often omit their subscripts when it
is clear from the context).

Proposition 1.7.6 (Logical equivalences). The following are true in emT'T,
where ¢ and ¢ denote two propositions defined in the same context and z
denotes a fresh variable.

p < Inh(y)
1 & Inh(No)
TN,
pAY & (Fz €y
@ N 1s isomorphic to ¢ X 1
eV & Inh(p+1)  (with ¢ and 1) props)
¢ V1 & (3b € Bool)((b =pool 0 = ¢) A (b =pool 1 = ¢))
(p=V) ==Y (with ¢ and Y prop;)
(p=1v) = (Vzep)y
(p=v) e (¢=1) (with ¢ and ) props)

Moreover, for a dependent proposition p(z) prop [z € A] the following hold.

(Fz € A)p(z) < Inh((Xz € A)p(x))
(Vo € A)p(x) = (Ilx € A)p(z) (with ¢ props and A set)

Proof. The condition of smallness required for ¢ and 1 ensures well-typing
when set constructors +, II, and = are used in a statement.

All points are trivially checked. It is just a matter of playing around with
the various elimination principles. O

In the proposition above, we could not have hoped for a full isomorphism
1 = Np, as the next proposition shows.

Proposition 1.7.7. The falsum constant L and the empty set Ng are not
1somorphic.

Proof. We show that there are no operations from | to Ng, that is no terms
of type L — Np (in the empty context). The proof adapts the interpretation
already used in [Smi88|] to prove the independence of Peano’s fourth axiom
from Martin-Lof’s type theory without universes. Namely, we interpret each
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type as a boolean value; in particular, we interpret each non-propositional
constructor as in the original interpretation; while all the propositional con-
structors and the collection P(1) are interpreted as 1. Since propositions
eliminates only towards propositions, it is easy to prove in the same way as
in [Smi8g| that if A is a closed type such that emTT t- a € A for some term
a, then A gets interpreted as 1; however, the type 1. — Ny is interpreted as
1—-0=0. O]

It is interesting to notice that, as it happens for Peano’s fourth axiom
in Martin-Lof’s type theory, the additional presence of a type universe with
codes for Ng and N; is enough to derive L = Nj.

The following proposition is a crucial one, since it characterises the equal-
ity of type constructors.

Proposition 1.7.8 (Equality of type constructors). The following equiva-
lences hold in emTT (where the free variables in the left hand side of each
equivalence are implicitly assumed to be in the obvious context):

1. x =Ny L
2. v=ny& T
3. la] =a/r [b] & R(a,b)
T ifl=10=c¢

4o U =lisa) I' & § s =list(a) S Na=ad" if l = cons(s,a) and I' = cons(s’,a’)

1 otherwise

x=x2 if z=1inl(x) and 2’ = inl(z’)
5. z=a1p 7 & Sy=py if z=inr(y) and 2’ = inr(y’)
1 otherwise
Z =(SeeA)B(x) W & (Ip € m1(2) =a m(w)) T2(2) =B(x () T2(W)
[ =weapw) 9 & (Vo € A) f(z) =p@) 9()
U=payV & (Dc(U) & Dc(V))

o > NS

p=,q< T ifoprop

Proof. 1. Trivial, using the elimination principle of Ng towards the equiv-
alence itself; in fact, the choice of the falsum constant at the right hand
side of the equivalence is purely conventional.
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2. This is the easily derivable n-equality for the singleton set.

3. One direction is just the application of the congruence rule for equiv-
alence classes eg-1-Q. The other direction holds because in emTT
quotients are effective, in the sense that the following rule is derivable.

acA beA [a=1[]€A/R

R(a,b) true
The presentation in [Mai09] of emTT postulates the above rule, to-
gether with effectiveness for the collection P(1)

o] = [¥] € P(1)

Y & Y true

eff

eff-P(1)

however, we can actually derive the former using the latter. Indeed,
suppose to have [a] = [b] € A/R for some a,b € A; plugging them in
the functional term

Elo(z, (2).[R(a,2)]) € P(1) [z € A/R]
results in the equality [R(a,a)] = [R(a,b)] € P(1). By effectivity of
P(1) we conclude R(a,a) < R(a,b), and thus R(a,b) by the reflexivity
of R.

4. The proposition defined by cases on the right side can be formally
defined by recursion using the elimination principle of lists towards
P(1), together with coding and decoding functions (here the smallness
of propositions is vital).

Dc(Elyst (1
, Eluise (I, [T], [L])
) (Sv a’)-EILiSt<llu [J—]a <8I7 CL/).[S —List(A) 8/ N a =4y CL/])))
The equivalence can then be reduced by induction (again with list
elimination) to the following ones:

® e =|isga) € T
® 5 =List(a) S Na =4 a' & cons(s,a) =Lisy(a) cons(s’, a’)
® € =|ist(a) CONS(s,a) < L
The first two are trivially checked using congruence rules. For the

third one, we can prove, using the same trick of point 3, that list term
constructors are disjoint, meaning that the following rule is derivable.

[ €List(A) a€ A cons(l,a) =€ € List(A)
L true
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. Analogous to point 4. In particular, the cases on the right side can be
formally defined using the elimination of sum.
Dc(El, (2
, (2) Bl (2, (2') [z =4 2], [1])
, () -Ele (2, [, (¥)-lv =5 ¥'D))

Moreover, we can also prove that the term constructors of the disjoint
sum are, indeed, disjoint.

acA beB inl(a)=inr(b)e A+ B
1 true

. The equivalence is easily proven using congruence rules, and the deriv-
able n-equality for dependent sums. However, it is important to notice
that the right hand side of the equivalence could not have been written
as the conjuction m(2) =4 m(w) A 72(2) =p(m,(2)) T2(w), which is
ill-formed because the judgement my(w) € B(m(z)) cannot be derived
without assuming 7 (2) =4 m (w) first.

. This is function extensionality, which is proven as usual with equal-
ity reflection, and the rules of é-equality and n-equality for dependent
function spaces.

. Easily proven using the congruence rule and the n-equality of P(1).

. Trivial, by the rule prop-mono.

1.7.9 Basic set theory

We are now in the position to show through examples how the development
of some basic set theory can be performed smoothly in emTT.

Local (sub)set theory As it happens in the internal language of a topos,
we can develop local (sub)set theory relative to a given set A. We use the
shorthand

aeV := Dc(Ap(V,a)) props

to denote the (propositional) relation of membership between terms a €
A and subsets V € P(A) = A — P(1). As an immediate corollary of
Proposition [1.7.8] our setting validates subset extensionality

U=payVe& VrxeA(xelU & yecl)
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Moreover, we can recover the usual set-builder notation from axiomatic set
theory by defining the subset obtained by comprehension with a predicate
o(x) props [x € A] as follows

{z e Alp(z)} = (Ar € A)|p(z)] € P(A)
Notice that it satisfies, for each a € A, the usual comprehension axiom
ac{z € Alp(z)} < ¢(a)

We will then use the following set-theoretic shorthands.

):={xecAll}
{ar,...;an} ={r € Alz =401V ---Vr=40a,}
A={zecA|T}

UNnV={ze€AlzeUANxeV}
UUV  ={re€AlzeUVaeV}

Ut ={zecA|l-zeU}
Finally, given V' € P(A), and ¢(z) prop [z € A] we define

(VzeV)p(z) = (Ve e A)(xeV = ¢(z)) prop
(FxeV)p(zr) = 3Fx € A)(xeV A (z)) prop

Notice that if ¢ is a small proposition, then also the above are.

Number sets The natural numbers are coded as lists over the singleton set
N := List(N;). The number zero, the successor operation, and the recursion
elimination principles are coded as usual.

zero (= ¢
succ(n) := cons(n, x)

Eln(n, b, (z,y).r(z,y)) := Elis(n, b, (,y, 2).r(x, 2))

Notice that, as an instance of list disjointness (see Proposition , the
fourth Peano axiom —succ(zero) =y zero is valid.

The set of integers is defined as a quotient Z := (N x N)/~y, where
{a,b)y ~z (¢,d) :=a+d=yb+c.

Analogously, the set of rational numbers is defined as Q := (Z x Z*) /~q,
where Z* := (X¥z € Z) -z =z 0z is the set of non-zero integers defined by
comprehension, and (a, b, p) ~qg (¢,d,q) :=a-d=z7b-c.
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Observe that all the number sets N, Z, and Q defined until now are
indeed sets in the formal sense of emTT. Regarding real numbers, they
can be defined a la Cauchy R,, using sequences of rational numbers, or a la
Dedekind Ry, using his cuts. The former is the method pursued by Bishop
in [MS23b| for his constructive real numbers, which will lead to an effective
notion of real number, and the collection of all of them will form a set; the
latter is a generalisation of the former closer to the spirit of the continuum
proposed by Weyl, where real numbers form a proper collection (see the
discussion at Subsection .

Real numbers a la Cauchy are defined using effective sequences or ratio-
nals, that is operations in N — Q as follow.

Re:=((Xf € N— Q)Reg(f))/~reg
where Reg( f) is the predicate asserting that a sequence f € N — Q is regular
(Vn,m € NT)|f(n) = f(m)| <gn™" +m™
while f ~geg ¢ is the equivalence relation
(Vn e NH)[f(n) —g(n)] <gn ™' +n"

Real numbers a la Dedekind are defined using the collection of subsets of
rational numbers P(Q). For simplicity we report their definition using lower
Dedekind cuts.

Ry = (XA € P(Q))((Fg € Qe A
A(Jg € Q)~ge A
AN(Vge A)(Vr e Q)(r <qg=rcA)
A (Vge A)(Tre A)g <)
In this way, real numbers form a collection, which, in Theorem [4.3.2] we will
prove proper.
Finally, we can define an injective functional relation from Cauchy reals

R, to Dedekind reals R; by associating to each regular sequence f € N — Q
the following Dedekind cut.

{¢eQ|(FmeN)(VneN)(n>m=q< f(n))}
Image, inverse image, coimage Given a function f € A — B between
sets, we define its image as follows.

Imf set
Imf:=XyeB)(JreA)f(x)=py
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Its elements will be of the form (b, true) for some b € B, so they do not
contain any hint to what a possible a € A in its inverse image could be.

Analogously, the inverse image on an element of B is defined as the
following dependent set.

[ (y) set [y € B
[ y)=CreA)f(x)=py

Finally, the coimage Coimf of f is defined as the quotient A/Kerf, where
the kernel Kerf is the equivalence relation f(x) =g f(y). Moreover, notice
that we always have a canonical operation

us € Coimf — Imf
ug([z]) := (f(x), true)

formally defined as (Az € Coimf)Elq(z, (z).(f(x),true)). It can be easily
shown that uy is bijective, but in general it is not possible to write an inverse
function, since that would require to explicitly know, for each b € B, an
element in its inverse image.

Relation closures Recall that the reflexive (resp. symmetric, transitive,
equivalence) closure of a relation R(x,y) prop [z,y € A] is the smallest reflex-
ive (resp. symmetric, transitive, equivalence) relation S(z,y) prop [z,y € A]
such that

R(z,y) = S(z,y) true [z,y € A]

The reflexive and symmetric closures can always be constructed as R(x, y)V
x =4 y and R(x,y) V R(y,x), respectively. Moreover, if A is a set, we can
construct the transitive closure RT of R by stating that, for two elements
a,b € A, the relation R"(a,b) holds whenever there exist xg,...,z, € A
such that xy =4 a, x, =4 b, and R(x;,z,41) for each i = 0,...,n — 1. This
construction can be formalised using the list constructor, and this is why we
need to require A to be a set.

By successively applying all the above closure constructions we obtain
the equivalence closure of a relation. Notice that, whenever the relation R is
small, then also its equivalence closure is.

1.7.10 A categorical account

The question what is like doing mathematics in a certain foundation? can
be phrased formally with the language of category theory. In particular, we
can ask what the category of sets and functions Set looks like assuming such
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foundation. In the case at present, the objects of Set are the (closed) sets
of emTT, considered up to judgemental equality; an arrow t(x) : A — B
from an object A to an object B is a functional term ¢(z) € B [z € A], again
considered up to judgemental equality.

The following results elaborate on the categorical ones of [Mai09] (in
particular Theorem 4.20 thereof), [MPR23] and [Mai05] in the case of emTT-
sets.

Firstly, we notice that, as expected, there is a tight link between type-
theoretical properties of operations and categorical properties of arrows.

Definition 1.7.11. A comprehension map in Set is an arrow isomorphic to
one of the form

m(z): (Bx € A)p(z) - A

for a predicate ¢(x) prop, [x € A].
A quotient map in Set is an arrow isomorphic to one of the form

z] : A— A/R
for an equivalence relation R(x,y) props [z,y € Al.
Proposition 1.7.12. Let f : A — B be an arrow in Set.
1. f is an epimorphism if and only if it is a surjective operation;
2. f 1s a reqular epimorphism if and only if it is a quotient map;
3. f is an monomorphism if and only if it is an injective operation;
4. f is a strong monomorphism if and only if it is a comprehension map.

5. [ is an isomorphism (in the sense of category theory) if and only if it
1$ an isomorphism as an operation.

Proof. 1. Assume f is an epimorphism. Consider the relation Ry on the
set B 4+ B obtained as the reflexive and symmetric closure of the fol-
lowing proposition.

(z € A)(z =g inl(f(x)) ANw =p;p inr(f(x))) with z,w € B+ B

It is easy to check that Ry is also transitive, and thus an equivalence
relation. It is immediate to see that the following diagram commutes.

- [inl(y)
@, B — (B + B)/R;
inr(y

A
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Since by hypothesis f is an epimorphism, we deduce

(Vy € B)[inl(y)] =(B+5)/r, [inr(y)]
which is equivalent to (Vy € B)(3x € A)y =p f(z), which precisely
expresses that f is surjective.
Conversely, assume (Vy € B)(3z € A)y =g f(z), and suppose to have
a commutative diagram of the following form.
9(x)

h(zx)

A f(z) B

Commutativity of the above diagrams reads (Vo € A) f(t(z)) =5 g(t(x));
with the assumption of surjectivity, we can derive (Vy € B)f(y) =c¢
g(y), which amounts to the equality of the parallel arrows.

. The fact that each coequaliser is isomorphic to a quotient map is
implied by the construction of coequaliser in Set shown next in the
proof of Theorem Conversely, notice that each quotient map
[-] : A = A/R is the coequaliser of the pair m,m o m : (X €
A)(Xy € A)R(z,y) — A.

. Assume f is a monomorphism, and consider the following diagram.

(Sx e A) Sy € A)f() =5 fly) == A 1 B

1072

Clearly, it is commutative; since f is a monomorphism, the two parallel
arrows are equal, which amounts to the statement of injectivity.

Conversely, assume f is injective and suppose to have a commutative
diagram of the following form.
9(@) f(=)
C — A—>B
h(z)

Commutativity implies (Vx € C)f(g(z)) =p f(h(x)), and by injectivity
we deduce (Vz € C)f(x) =4 g(x), which amounts to the equality of
the parallel arrows.

. The fact that each equaliser is isomorphic to a comprehension map is
implied by the construction of equalisers in Set shown next in the proof
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of Theorem [1.7.17} Conversely, notice that each comprehension map
m : (Zx € A)p(z) — A is the equaliser of the following pair of arrows

[inl(x)
A e (A+A)/R,

where R, is the equivalence relation on A+ A obtained as the reflexive
and symmetric closure (which automatically is also transitive) of the
following proposition.

(Jz € A)(p(x) ANz =g4a inl(x) ANw =444 inr(x)) withz,w e A+ A

5. Trivial, by definition of inverse operation.

Corollary 1.7.13. The category Set is not balanced.

Proof. 1f it were, by the above characterisation bijective operations would
coincide with invertible ones, but we know this is not the case since that
would coincide with AC!, which we know does not hold by [Mail7]. O

The following definitions are justified in light of Proposition [1.7.12] which
identifies the underlying logic of Set with that of regular monomorphisms as
opposed to e.g. topos theory, in which logic is interpreted through monomor-
phisms.

Definition 1.7.14. Let C be a finitely complete category with finite coprod-
ucts. We say that C has regularly disjoint sums if, for each pair of objects
A, B € C the following hold:

e the injections 1, : A - A+ B and 15 : B — A+ B are monomorphisms;

e the unique arrow out of the initial object towards the equaliser of the
pair ¢ty om, 1 0my : A X B — A+ B is an epimorphism; pictorially
L1071

0 23 E>—— AxB_—XA+B

L2072

Definition 1.7.15. Let C be a finitely complete category. A regular congru-
ence in C is a congruence which is also a regular monomorphism.

Remark 1.7.16. Observe that, whenever the category C is balanced and
has a strict initial object, Definition [1.7.14] coincides with the usual ones of
disjoint coproducts.
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Theorem 1.7.17. The category Set is finitely complete, finitely cocomplete,
and locally cartesian closed; moreover, it has a natural number object, requ-
larly disjoint sums, and effective quotients of regqular congruences.

Proof. In the following diagrams, a dashed line will denote the unique map
induced by an universal property. Unless otherwise stated, uniqueness is
proven using the n-equality or the elimination rule of the corresponding con-
structor.

Terminal object

X -5 Ny
Binary products
f(=z)
A
Tﬁl(z)
X o Y@@ s Ax B
l7r2(z)
B
g(x)
equalisers
™ (2) f(x)
(YNz e A)f(x) =p g(x) A B
N g9(x)
(h(z),true) | h(x)
X

Uniqueness is proven also thanks to proof-irrelevance i.e. the rule prop-mono.

Initial object

Regular disjoint sums

o) | /\

Ely(z,(z).f(z),(z).9(z)

A+ p - D@ew)

wia] \/
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Sum disjointness is easily proved using its type-theoretic counterpart of the
same name.

Effective quotients of reqular congruences
Thanks to point 2 of Proposition [1.7.12] we know that each regular con-
gruence in Set is (isomorphic to one) of the following form

T

Yz e A)(Xy € A)R(z,y) —= A

T107

where R(x,y) props [x € A,y € A] is an equivalence relation (in the type-
theoretic sense).

It is easy to see that the quotient map [z] : A — A/R is the coequaliser
of the above diagram, and that (Xz € A)(Xy € A)R(x,y) is its kernel pair,
using in particular the type-theoretic rule eff of effectivity for the quotients.

Coequalisers

f(z) z
A %; B B/Ry,
ACS |
1 Elg(2,(2).h(x))
\lf

X

h(zx)

where Ry, is defined as the equivalence closure of the following proposition.
(3z € A)(f(2) = x A g(2) =B y) prop [x € B,y € B]

To show that the arrow induced by the universal property is well-defined we
need to prove h(z) =x h(y) for each z,y € B such that Ry (x,y); notice
that h(z) =x h(y) is an equivalence relation on B; moreover, thanks to the
fact that h(f(z)) =x h(g(z)) for any x € A, one has

3z € A)(f(2) =p x A g(2) = y) = h(x) =x h(y)

By definition of equivalence closure we conclude that Ry ,(x,y) implies h(z) =x
h(y).

Right adjoints to pullback functors Given an arrow f : A — B, the right
adjoint IIy : Set/A — Set/B to the pullback functor f* is defined as in
[See84; Law69]; the definition on objects reads

(X ER A)=m(2): (Zy € B)Yx € f1(y)g H(m(x)) — B
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Natural number object

Nl Zero > N SLICC(CE), N
x | | El(a,b,(2,) 7(y)
X "4 X

]

Recall that each finitely complete, finitely cocomplete category enjoys two
orthogonal factorisation systems given by the pairs of morphism classes (Reg-
ular Epimorphisms, Monomorphisms) and (Epimorphisms, Regular Monomor-
phisms). Moreover, they form a double factorization system in the sense of
[PATWO02|, meaning that each arrow factors in an essentially unique way as
a regular epimorphism, followed by a morphism that is both an epimorphism
and a monomorphism, followed by a regular monomorphism.

In the case of Set, each arrow f : A — B factors uniquely as follows

A—L B

Y

Coimf — Im f

where Coimf, uy, and Imf are defined as in Subsection [1.7.9]

Remark 1.7.18. As already pointed out in Remark 4.41 of [Mai09], the cat-
egory Q(mTT) (Definition 4.1 of [Mai09]) representing the quotient model in
which emT'T is interpreted does not have the latter as its internal language.
In categorical terms, we can say that the category Set studied in this section
is not equivalent to Q(mTT). Notably, Set does not seem to have enough
projectives, whereas Q(mTT) does.

1.8 Compatibility results

In this section, we collect the results inspired by the ideas exposed in [Mail9;
Mai20] which formally justify the adjective minimal in the names of both
calculi mTT and emTT, as well as the adjective minimalist in that of MF.

For brevity and to help intuition and promote conceptual significance, in
the following statements, we refer to the notions of compatible theory and
compatible extension discussed in Section [I.3) and we will implicitly think
of them as relative to the intended interpretations of HA® into the theories
in question. As mentioned there, those are not precise definitions but more
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blueprints which can be followed to obtain, in each specific case, a fully formal
statement. Example of those unfolded statement can be found for example
in |[CM22| and [MS22].

Finally, recall that the idea in all the following proofs is always to define
an interpretation formalising the specialisation of the entities distinction de-
scribed for each theory in Section [I.5]

In the following statement, let ML; denote the version of MLTT in
INPS90| with type constructors Ng, Ny, +, List, ¥, I, Martin-Lo6f’s iden-
tity type Id, and one universe of small types Ug closed under all the other
constructors.

Theorem 1.8.1. ML, is a compatible extension of mTT up to equivalence
of theories.

Proof. Consider the extension of mTT obtained by first enforcing the proposition-
as-type paradigm through the rules

A set A col
A props A prop

and then by adding all the rules of ML; that are not already present in
mTT, namely: congruence rules for type and term constructors; rules for
upgrading the Leibniz identity type to Martin-Lof’s identity type; and rules
closing collections over all type constructors.

Up to renaming, the theory obtained in this way coincide with MLj: it is
enough to rename in the pre-syntax logical symbols under the Curry-Howard
isomorphism, and the universe of small propositions Props as the universe of
small types Up.

Finally, checking compatibility is straightforward, since Martin-Lof’s type
theory natively interprets logic under the proposition-as-type paradigm. [

In the following statement, let CCy denote the Calculus of Construc-
tions without universes of types (apart from the impredicative universe of
propositions) defined in [CHS8§|, extended with rules for the inductive type
constructors Ng, Ny, +, List, and ¥ from the first-order fragment of MLTT
(notice that the resulting theory is a rather small fragment of the Calculus
of Inductive Constructions CIC in [CP90]).

Theorem 1.8.2. CCyy, and thus CIC, are compatible extensions of mTT
up to equivalence of theories.

Proof. Consider the impredicative extension of mTT obtained by extension
with the congruence rules for types and terms and with the following resizing
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rules collapsing the predicative distinction between effective and open-ended

types.
oot prop-into-prop, %

As consequences of the distinction between sets and collections, as well as
that between propositions and small propositions, disappearing we have the
following: the universe of small proposition Props can be interpreted as the
impredicative universe of (all) propositions Prop; all types are closed under
all set constructors, as in CCy_ (in particular, the universal quantifier ¥
and the dependent function space Il become just two different names for the
only IT constructor of CCyyp). Thus, the only calculations to be made to
check that the theory obtained is equivalent to CCy are those to verify
that propositional constructors of mT'T are encodable in CCy, and this is
easily checked using their standard impredicative encodings; in particular, it
works for propositional equality because in mTT is defined a la Leibniz.

Compatibility is straightforward since the way in which the Calculus of
Constructions interprets HA®, which does not involve higher order entities,
is identical to that of mTT. O]

col-into-set

In the following statement, let TarithTopos b€ the extension of the internal
language of a topos Tropos defined in [Mai05] with the inductive list construc-
tor List of MLTT (in light of the results of [Mai05|, the calculus TarithTopos
provides the internal language of toposes equipped with a natural number
object).

Theorem 1.8.3. TarithTopos @S @ compatible extension of emTT up to equiv-
alence of theories.

Proof. Consider the extension of emTT with rules for enforcing impredica-
tivity, and with a rule making propositions coincide with mono-types, that
is types with at most one element.

A col A prop r=y€Acol[reAye A
A set A props A prop

To show that the theory obtained in this way is equivalent to 7TarithTopos,
we first interpret P(1) as the type classifier ; then, we need to check that
TarithTopos €nicodes the propositional constructors (except that of extensional
propositional equality, which is already present) and the set constructors of
the empty set, the disjoint sum, and the quotient set. For propositional con-
structors we can use the standard impredicative encodings; for the mentioned
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set constructors we can use the following encodings.

Ng .= (HU € 'P(l))T(U)
A+ B:= (EU € P(A))(EV € P(B))((H[E € A)(U =p(A) {ZE} ANV =P(B) @)

V(3y € B)(U =pa) DAV =p(5) {y}))
A/R:= (XU € P(A)3r € A)U =pay {y € A|R(z,y)}

To check that the above three definitions correctly interprets the correspond-

ing constructor, it is vital to use the axiom of unique choice granted by the
identification of propositions as mono-types.

Compatibility is straightforward since the way in which a topos with

a natural number objects interprets the logic of HA® is exactly through

monomorphisms, which are reflected in its internal language by mono-types.

m

Theorem 1.8.4. CZF, and thus 1ZF and ZF, are compatible extensions of
emTT up to equivalence of theories.

Proof. Proven in [MS22]. O
Theorem 1.8.5. Both mTT and emTT are compatible with HoTT.
Proof. Proven in [CM22]. O
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Chapter 2

Inductive and Coinductive
Predicates
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Chapter Abstract

In this chapter, we show that in various foundations, predicates defined
using wellfounded trees and those defined using non-wellfounded trees
have topological counterparts in terms of inductively generated formal
covers and coinductively generated positivity relations, respectively.
As a corollary, we extend the compatibility results of both levels of
the Minimalist Foundation to such constructions.

Although presented in parallel, the inductive part is adapted from
joint work with M. E. Maietti [MS23a], while the coinductive part is
from the work in [Sab24]. In this chapter, all the proofs performed
within Martin-Lo6f’s type theory have been checked in Agda. The
source code is available on
https://github.com/PietroSabelli/topological-co-induction.

2.1 Overview

Starting with natural numbers, inductive definitions are pervasive in mathe-
matics. They are even more so in predicative mathematics since, for example,
the common way of defining a subset as the smallest one satisfying certain
clauses must be replaced with an inductive definition. Perhaps less common
are their dual: coinductive definitions. On the one hand, as it often happens
in classical mathematics, this dualism is collapsed since coinductive defini-
tions can be reduced to inductive ones with the Law of Excluded Middle
(see Remark; on the other hand, contrary to induction, in constructive
mathematics based on type theory the computational status of coinductive
types has still not been settled.

As already mentioned, Formal Topology serves as a benchmark for pred-
icative constructive mathematics (see Section [I.1.1). Indeed, in Formal
Topology the need for both inductive and coinductive definitions strongly
manifest itself; in particular, to represent the collections of open and closed
subsets of many natural topologies. Powerful techniques for inductively gen-
erating the collection of open subsets and coinductively generating the one of
closed subsets have been developed in [CSSV03} [Sam19] and have since been
a cornerstone of the field. The (co)inductive methods of Formal Topology
were later implemented in the Minimalist Foundation in the form of an in-
ductive propositional constructor and a coinductive one in [MMR22], where
the authors also extended the quotient interpretation and the realisability
interpretation of MF to account for them.

In this chapter, we discuss another way of extending the Minimalist Foun-
dation with general-purpose inductive and coinductive definitions in the style
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of Aczel |[Acz77|. The aim is twofold: on the one hand, we establish an equiv-
alence between such (co)inductive methods and the ones of Formal Topology;
on the other, we compare them to other established schemes of (co)induction
in the literature, in particular with W-types and M-types of Martin-Lof’s type
theory and its extensions, most notably Homotopy Type Theory [ACS15].
Our final goal (Corollary is to extend the compatibility results of the
Minimalist Foundation once (co)inductive methods are added to it.

2.2 (Co)Inductive predicates in emTT

The basic idea behind any (co)inductive construction is to generate an object
by proceeding from a given set of rules — intuitively, with induction following
them in the forward direction and coinduction backwards. How such rules are
specified and used heavily depends on (1) the kind of mathematical object to
be constructed, and (2) the setting in which this construction is formalised.

Concerning the first point, a key distinction is between the (co)inductive
generation of sets and the (co)inductive generation of predicates (or, equiv-
alently, subsets); this distinction has been first put forward in the case of
induction by Kleene in [Kleb52|, where he called the former fundamental in-
ductive definitions, and the latter non-fundamental inductive definitions; the
present section focuses on the latter. Paradigmatic examples of inductively
and coinductively defined sets are lists (of which natural numbers are the
most basic instance) and streams, respectively. On the other hand, the fun-
damental example of (co)inductive predicates we would consider is given by
deductive systems, which, through their rules, for a given set of syntacti-
cal expressions declare inductively which are the derivable judgements and
coinductively which are the refutable judgements.

Concerning the second point, each foundational theory has its peculiar
ways of implementing (co)induction, e.g. (non-)wellfounded trees in Martin-
Lof’s type theories, Higher Inductive Types in Homotopy Type Theory, or
Generalized Inductive Definitions in set theory. We are interested in formal-
ising in dependent type theories the latter scheme, first introduced in [Acz77]
and then adapted to a constructive setting in [Rat05; AR10]. To this end,
we first define it in both levels of the Minimalist Foundation, starting in
this section with the extensional one; then, we will show how to define its
proof-relevant version in Martin-Lof’s type theory.

The starting point is to specify how to declare rules for the (co)inductive
generation of predicates. We do so using a notion that goes under two names,
corresponding to two different — although related — interpretations. The first
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name is rule seiﬂ, and, in this sense, it is a straightforward adaptation in the
setting of the Minimalist Foundation of the homonym notion in |[Acz77|. The
second name is aziom set, defined in the context of (co)inductive generation
of formal topologies in [CSSV03|. We will focus on the first interpretation
(and hence use the first name) while presenting (co)inductive predicates. We
will turn to the second name when recalling (co)inductive methods in formal
topology.

Definition 2.2.1. A rule or axiom set over a given set A consists of the
following data:

1. a dependent family of sets I(z) set [z € A];
2. a dependent family of A-subsets C(z,y) € P(A) [x € A,y € I(z)].

Given two elements a € A and i € I(a), we say that i is a rule with premises
C(a,i) and conclusion a; sometimes it is represented pictorially as

Cla,i) .

]

a

Hopefully, the chosen terminology makes the logical interpretation of a
rule set as an internally defined deduction system transparent. For the rest
of this section, suppose to have fixed a set A and a rule set (I,C) over it.

Recall that a predicate P on A is just a proposition depending on A

P(x) prop [z € A]
A rule set induces two ways of transforming predicates.

Definition 2.2.2. Given a predicate P on A, we define two other predicates
Der; ¢(P) and Conf; (P) on A as follows:

Der;o(P)(x) := (Fy € I(x))(Vze C(x,y))P(z) prop [x € A
Confr(P)(z) := (Vy € I(2))(Fze C(x,y))P(2) prop [z € A]

We call them derivability and confutability from P, respectively.

As the names suggest, derivability from P tells which elements of A can be
derived with exactly one rule application, assuming as axioms the elements
for which P holds — in fact, the definition of Der; o(P)(x) explicitly reads as
there exists a rule with conclusion x such that all its premises are satisfied by

n |Rat05], the name is changed to inductive definition; we stick to the original ter-
minology since it helps intuition, and our treatment is not limited to induction.
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P. Dually, confutability from P tells which elements of A can be confuted
after exactly one step of backward search, assuming that the elements for
which P holds are already refuted — the definition of Conf; (P)(x) reads all
rules with conclusion x have at least one premise for which P holds.

In accordance with the above interpretation, the constructions Der; o(—)
and Conf; o(—) can be read meta-theoretically as two endomorphisms of the
preorder of predicates on A: the preorder relation is formally given by

P <4Q:=(VxeA)(P(x)= Q(z)) prop
and it is straightforward to check that P <, @) implies both
DerLc(P) SA Der[,C(Q) and Coan,C(P) SA COI’]fLC(Q).

Finally, notice that if P is a small proposition, then also Der;«(P) and
Conf; o(P) are. Thanks to these observations, we can exploit the theory and
terminology of monotone operators.

Definition 2.2.3. Following the terminology in [Rat05], we say that a pred-
icate P on A is (I, C)-closed if it is closed with respect to Der; (—), namely
if

Der; o(P) <4 P true
Dually, we say that P is (I, C')-correct if it is correct with respect to Conf; o (—),
namely if

P <4 Confro(P) true

Observe that, thanks to monotonicity, if P is a (I, C)-closed predicate,
we have the following chain of inequalities.

+++ <4 Der; c(Derrc(P)) <a Deryo(P) <a P
Dually, if P is (I, C)-correct, it follows
P SA Coan,C(P) SA Coan,C(Coan,C(P)) SA tee

Therefore, being a closed predicate means that no new conclusion can be
derived from it. Dually, to be a correct predicate means that if the elements
satisfying it are assumed not to be derivable by the deduction system, then
they will always be considered so even after any number of backward search
steps. We are then naturally led to interpret the smallest closed predicate as
expressing derivability and the greatest correct predicate as confutability. In
the base theory, their existence is not guaranteed, let alone their smallness
as propositions. Therefore, we will postulate them. Formally, this is done
by introducing two new logical constructors Ind and Colnd. We now report
their precise rules, together with the judgements that formalise the rule set;
the latter will then be left implicit in the premises of the former.
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Rule set parameters in emTT

Aset I(x)set|ve Al Cz,y) € P(A) [vr € Ay e I(x)]

Rules for inductive predicates in emTT

a€ A

F-Ind
n Ind; c(a) props

I-Ind

Derl,c(lnch) SA |nd[’c true

P(x) prop [x € A] Derrco(P) <a P true

E-Ind
n Indrc <4 P true

Rules for coinductive predicates in emTT

ac A
Colnd; ¢ (a) props

F-Colnd

E-Colnd
om Colnd; ¢ <4 Confr(Colnd; ) true

P(z) prop [x € A] P <4 Conf; o(P) true

[-Colnd
o P SA Colnch true

Notice how, again, consistently with the intended interpretation, we can
deduce from their rules that Ind; - and Colnd; ¢ are fixed points for Der; ¢
and Conf; ¢, respectively.

Example 2.2.4. Recall that in Section we defined the transitive closure
R* of a relation R on a set A using the list constructor. Alternatively, we
can define it as the inductive predicate over A x A defined through the rules

R(a,b) true R*(a,b) R*(b,c)
R*(a,b) R*(a,b)

which can be formalised using the following rule set.

I({a,b)) :
C((a,b),inl(p))
C({a,c),inr(b))

R(a,b) + A

0
{(a,0), (b, c)}

Notice that for this definition R*(z,y) := Ind; o((z,v)) [vr € A,y € A] we do
not need to use the list constructor.
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On the other hand, consider the following relation generated using the
coinductive predicate on the same rule set.

Discg(z,y) := Colnd; o ((z,y)) [vr € A,y € A]

Interpreting R as a directed graph with A as its set of vertices, the predicate
Discg positively expresses the fact that two elements of A are disconnected
in it. Notice that proving Discg(a, b) for two specific terms a,b € A amounts
to prove

—R(a,b) A (Vz € A)(Discg(a,z) V Discg(z,b))
which is computationally more informative then the mere negation —~R*(a, b).

Remark 2.2.5. Classically, i.e. assuming the Law of Excluded Middle, in-
ductive and coinductive predicates are complementary subsets and thus mu-
tually encodable as

Colnd; ¢(z) := —Ind; o (2) prop [x € A]
Ind; () := —Colnd; () prop [x € A]

To see it, observe that the following equivalences between predicates hold.

—Der; (P)(z) < Confro(—=P)(z) true [x € A
—Conf; (P)(z) < Der;o(—P)(z) true [z € A]

Therefore, a predicate P is (I, C)-closed (resp. (I,C)-correct) if and only if
its complement =P is (I, C')-correct (resp. (I,C)-closed) — and the smallest
(I, C)-closed predicate is the complement of the greatest (I, C')-correct one,
and vice versa.

On another note, both inductive and coinductive predicates are impred-
icatively encodable in the calculus Tropos. This is done in the usual way,
interpreting them as the intersection of all (I, C)-closed predicates and the
union of all (I, C)-correct predicates, respectively.

Ind; o(z) :== (VP € P(A))(Der;o(P) <a P = xeP)prop [z € A
Colnd; ¢(x) := (3P € P(A))(P <4 Conf;c(P) ANxe P) prop [x € A|

We end the presentation of (co)inductive predicates in the extensional
level by presenting alternative introduction and elimination rules for them, in
which some internal quantifiers are externalised. Although its mathematical
content is perhaps less compact, they have the advantage, on the one hand, of
emphasising the characters of introduction and elimination, thus being more
suitable to design their intensional counterparts, and, on the other hand, of
being more similar to the rules for the (co)inductive generation of formal
topologies, and thus being more easily comparable with them.
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Lemma 2.2.6. The introduction and elimination rules for inductive predi-
cates in emTT can equivalently be formulated in the following way.

,a€A i€l(a) (VreCl(a,i))ndro(x) true

I-Ind
" Ind; o (a) true

P(z) prop [z € A]
P(z) true [z € A,y € I(x),w € (Vze C(x,y))P(z)]
a €A Ind;c(a) true

P(a) true

Analogously, for coinductive predicates.

E-Ind’

E_Coln d,aEA i€ I(a) Colnd;c(a) true
(Jz e C(a,i))Colnd; () true

P(x) prop v € A]
(FzeC(x,y))P(z) true [z € A,y € I(x),w € P(x)]
ac A P(a)true

I-Colnd’
eon Colnd; ¢ (a) true

Proof. We show how to prove that I-Ind and I-Ind’ are equivalent, the other
equivalences being proven analogously.
First, notice that the rule I-Ind explicitly reads

(Ve € A)((Jy € I(x))(Vze C(z,y))Ind; c(2) = Ind; () true (2.1)

First, let us assume that and the premises of I-Ind’ hold. To derive the
conclusion of I-Ind’, apply the rule E-V to the universal statement of and
on the premise a € A; then apply E- = to the resulting conditional statement
and to a proof of the antecedent obtained with the rule I-3 applied to the
premisses ¢ € I(a) and true € (Vxe C(a,i))Ind; o(z).

On the other hand, suppose that the rule I-Ind” holds; it obviously derives
the judgment

Ind;c(x) true [x € Ay € I(z),p € (Vze C(x,y))Ind; o(2)]

One then proceeds by applying successively the rules E-3, I- =, and |-V to
obtain 2.1l O
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2.3

(Co)Inductive predicates in mTT

We now introduce the intensional counterparts of the rules for inductive and
coinductive predicates. They are crucial, on the one hand, to extend the
Minimalist Foundation’s intensional level and have it interpret extensional
(co)induction in its quotient model; on the other hand, to be able to compare
our notion of (co)induction with that of other intensional theories.

A rule set is formalised similarly, except for the usual replacement of
subsets for functions towards the universe of small propositions.

Rule set parameters in mTT

Aset I(z)set[xe Al Cz,y) € A— Props [x € A,y € I(z)]

The rules are then easily obtained from the extensional ones presented
as in Lemma by adding the now-relevant proof terms. Regarding the
computational behaviour of the constructors, on the one hand, we can give
computational meaning to inductive proofs drawing on the usual pattern of
inductive types in Martin-Lof’s type theory; on the other hand, we stayed
close to the choice in [MMR22] of not postulating any computation rule for
coinduction; we intend, as future works, to consider the addition of such
rules, following their description in [Gim96|.

Again, we keep the rule set parameters implicit in the premises.

Rules for inductive predicates in mTT

C-Ind

a€ A

F-Ind
n Ind; o (a) props

acA i€l(a) pe VrelC(a,i))lnd;c(x)
ind(a,i,p) € Ind;c(a)

I-Ind

P(z) prop [z € A]
clx,y,w) € P(x) [x € A,y € I(x),w € VzeC(x,y))P(2)]
ac€A pe€lnd;c(a)
Elina(a, p, (z,y,w).c) € P(a)
P(z) prop [x € A
c(z,y,w) € P(z) [x € Ay € I(z),w € (VzeC(a,i))P(2)]
acA ie€l(a) pe (Vrel(a,i))lnd;c(z)

E-Ind

Elina(a,ind(a,i,p), (z,y,w).c) = c(a, i, \z2.\q.Elwa(z,p(2, q), (z,y,w).c)) € P(a)
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Rules for coinductive predicates in mTT

a€ A

F-Colnd
om Colnd; ¢ (a) props

acA i€l(a) pe Colnd;c(a)
Elcoind(a, i, p) € (3z e C(a,i))Colnd; ()
P(z) prop [z € A]
c(r,y,w) € (Fze C(x,y))P(2) [t € A,y € I(x),w € P(x)]
a€A pée Pla)
coind(a, p, (z,y,w).c) € Colnd; ¢(a)

E-Colnd

[-Colnd

Proposition 2.3.1. Inductive and coinductive predicates are encodable in
the Calculus of Constructions.

Proof. The Calculus of Constructions can be regarded as an impredicative
version of mTT. Thus, the proof adapts the same idea of Remark
We only need to make explicit the proof terms and, regarding the inductive
predicate constructor, additionally show that the conversion rule is satisfied.

Ind; ¢(a) := (VP € A — Prop)
((Vz € A)(vy € I(2))((Vze C(z,y))P(2) = P(x))
= P(a))
ind(a,i,p) := AP.\c.c(a,i, \x.\q.p(z, q, P, c))
ElL (a,p, (z,y,w).c) := p(Azx.P(x), \e. \y. w.c(x, y, w))

Colnd; ¢(a) := (3P € A — Prop)
((Vz € A)(P(x) = (Vy € I(x))(3ze C(z,y))P(2))
A P(a))
Elcoina(a, i, p) := Els(p, (P, q).Elz(c(a,r, i), (2, s).(z, (m1(s), (P, ¢, m(s))))))
where ¢ :=m(q) 7 :=m(q)

coind” (a, p, (x,y,w).c) := \z.P(x), \x.  y. w.c(z, y, w), p)
O]

The extension of the quotient model and the realisability interpretation
for the two new constructors will follow from the results already obtained
for topological (co)induction once we establish their equivalence in the next
section.
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2.4 Topological (co)induction in MF

The development of the Minimalist Foundation has always been closely tied
to that of Formal Topology, and it is no surprise that (co)induction has been
first considered in that context. In two successive papers [MMR21; [MMR22],
the authors proposed extensions of the Minimalist Foundation supporting
the formalisation of (co)inductive generation methods developed in Formal
Topology. Moreover, they showed that both the setoid interpretation of the
extensional level into the intensional one and the realisability interpretation
of the latter can be adapted to support those extensions.

We now recall those extensions, starting with the basic definitions of
Formal Topology formalised in the Minimalist Foundation.

Definition 2.4.1. A basic topology consists of the following data:
1. a set A, whose elements are called basic opens;

2. a small binary relation <, called basic cover, between elements of A
and subsets of A, satisfying the following properties:

o (reflexivity) if acV, then a < V;
e (transitivity) if a < U and (VxeU)x <V, thena < V.

3. a small binary relation x, called positivity relation, between elements

of A and subsets of A, satisfying the following properties:
o (coreflexivity) if a x V| then aecV;
e (cotransitivity) if ax U and (Vx € A)(xx V = zeU), then ax V;
o (compatibility) if a x V and a < U, then (JxeV)(x x U).

The intuitive meaning of the above definition is the following: the set A,
as its name suggests, is a base for the topology; the relation a <1 V' means
that the basic open a is covered by the family of basic opens V; and finally,
ax V means that there is a point of a all whose basic neighbourhoods belongs
to V.

In [CSSV03], the authors devised a way to inductively generate a basic

cover on a given set A, starting from an axiom set (I,C) over it. In this
sense, an axiom set is the set-indexed family of axioms

a < C(a,i) foreacha€ Aandi€ I(a)
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The inductively generated basic cover is then the smallest one which satisfies
them. Later, in [SamO03], this idea was dualised to coinductively generate the
greatest positivity relation satisfying

ax C(a,i) foreacha€ Aandié€ I(a)

which, moreover, turns out to be compatible with the inductively generated
basic cover on the same axiom set, and thus gives rise to a basic topology.

Example 2.4.2. Consider the set List(N), and the following axiom set over
it.

I(s) := Ny + (21 € List(N)) (3t € List(N))[l, t] =pisty) s
C(s,inl(x)) := {cons(s,n) | n € N}
C(s,inr(2)) == {m(2)}

where [—, —] is the concatenation operator. The basic topology obtained
by (co)induction from the above axiom set is the Baire space topology. In
particular, in this situation, the positivity relation a X;c V' precisely states
that there exists a spread containing a and contained in V; see |[CS19]. This
is an example of (co)inductive definition that cannot be formalised in the
bare calculus emTT (see Proposition 2.1 of [MMR21]).

When the positivity relation a x V' is specialised to the case where V = A,
one talks of the positivity predicate Pos(a) := ax A; sometimes, coinductively
generated positivity predicates have been considered on their own, as in
[MVO04], where the authors used them to constructively and predicatively
prove the coreflection of locales in open locales.

These methods were formalised in the Minimalist Foundation in the form
of an inductive constructor < in [MMR21] and a coinductive constructor
x in [MMR22], having both as parameters an axiom set (I, C') over a set A
(formalised as in the case of (co)inductive predicates), and a subset V' € P(A)
in the extensional level, or a propositional function V'€ A — Props in the
intensional one. We first recall their rules in the extensional level. Again, we
leave the parameters implicit in the premises.

Rules for inductive basic covers in emTT

a€ A
F-<
a <rc V props
acV true
Irf—<]

a <rc V true
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acA ie€l(a) (Vxel(a,i))x eV true
a<jc V true

ler-<

P(z) prop [z € A
(Vx e A)(xeV Vv (y € I(x))(VzeC(x,y))P(z) = P(x)) true
ac€A a<cVtrue

E-<
P(a) true

Rules for coinductive positivity relations in emTT

a€ A

F-x
axrcV props

E o x axpcVtrue
corf acV true
acA i1€l(a) axyecV true

(FxeC(a,i))x x;c V true

Ecotr' X

P(x) prop [z € A]
(Ve € A)(P(zx) = xeV ANy € I(x))(FzeC(z,y))P(2)) true
a€ A P(a)true

axycVtrue

The above rules are very close to those of (co)inductive predicates pre-
sented as in Lemma [2.2.6] the only difference being the presence of the pa-
rameter V', which implies, for each of the two constructors, an additional
(co)reflection rule and the additional condition ze¢V on the predicates in-
volved in the universal properties. To consider the clause induced by the
parameter V', we modify the derivability and confutability endomorphisms
in the following way.

Der;cv(P)(z) :==xeV V Deryo(P)(x) prop [z € A]
Confr ey (P)(z) :=xeV A Confro(P)(z) prop [z € A

The next lemma shows that indeed the predicates — <y ¢ V and —x; oV can
be seen as the smallest closed predicate of Der; ¢y and the greatest correct
predicate of Conf; ¢y, respectively.

Lemma 2.4.3. The introduction and elimination rules for extensional in-
ductive basic covers in emTT can equivalently be formulated in the following

way.
/!

I-<
Derjov(— <re V) <a— <oV true
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,P(x) prop [x € A] Derrcv(P) <a P true

E-<
— <rcV <4 Ptrue

Analogously for extensional coinductive positivity relations.

E-x’

— X100 Vv <a Conf[707v(— Xr1.Cc V) true

P(‘T) prop [.T < A] P <4 Coan,C,V(P) true
P <4, —xrcVtrue

[’

Proof. The proof is entirely analogous to that of Lemma [2.2.6] [

The intensional rules are designed similarly. Again, the inductive basic
cover has a computation rule, while the coinductive positivity relation does
not.

Rules for inductive basic covers in mTT

a€ A

F-<
a <rc V props

- ac€A reacV

' rf(a,r)Ga<1LcV
acA i€l(a) pe Vrel(a,i))r <rcV

tr(a,i,p) €a eV

Itr'

P(x) prop [z € A]
@(x,y) € Plx) [x € A,y € xzeV]
@(z,y,w) € P(z) [r € Ay € I(x),w € (Vze C(x,y))P(2)]
ac€A pca<cV
Ela(a,p, (z,9).q1, (z,y,w).q2) € P(a)

P(x) prop [z € A]
qi(x,y) € P(x) [r € A,y € xeV]
@(x,y,w) € P(x) [x € A,y € I(z),w € (Vze C(z,y))P(z)]
a€A recacV

El.(a,rf(a,r), (z,y).q1, (z,y,w).q2) = q1(a,r) € P(a)
P(x) prop [z € A
q(x,y) € P(x) [r € A,y € xeV]
@(x,y,w) € P(x) [x € A,y € I(z),w € (VzeC(z,y))P(2)]
acA i€l(a) pe (Vrell(a,i))z eV
El.(a,tr(a,i,p),q1, ) = q2(a, i, \z. \w.ElL(z, p(z,w), q1, q2) € P(a)

E-<

Ci-<

Cy-<
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Rules for coinductive positivity relation in mTT

ac€ A
aX;cV props

F-x

acA pcaxcV
corf(a,p) € acV

Ecorf‘ X

acA i€l(a) peaxcV
cotr(a,i,p) € (FreC(a,i))xr XV

Ecotr' X

P(x) prop [z € A]
q(x,y) €xeV [z e Ay e P(x)]
@z, y,w) € (Fze C(x,y))P(z) [x € A,y € I(z),w € P(x)]
acA pe Pla)
coind(a,p,q1,q2) € a Xy oV

I-x

The following result shows that the two flavours of (co)induction consid-
ered so far are equivalent.

Theorem 2.4.4. In both levels of the Minimalist Foundation, inductive basic
covers and inductive predicates are mutually encodable, and so are coinduc-
tive positivity relations and coinductive predicates. In particular, coinductive
predicates coincide with positivity predicates.

Proof. We first prove it for the extensional level. To see that topological
(co)induction encodes (co)inductive predicates, it is enough to choose V' to
be irrelevant; indeed, notice that, for each axiom set (I,C) over A, the
operator Dery o (resp. Conf; ) is equivalent to the operator Der; ¢y (resp.
Confrc.a). It is trivial to check that the following interpretations satisfy the
rules of (co)inductive predicates.

Ind;c(x) =2 el
Colnd;¢(z) := Pos(z) =z x;c A
On the other hand, assume to have an axiom set (I,C') over A, and a
subset V' € P(A); to prove that inductive predicates encode basic inductive

covers we define an enlarged rule set by encoding the additional reflexivity
clause given by V.

Iy(z) :=xeV + I(2)

Q
<
—
8
=l
=
S~— ~~—
S~—
Il
=



where, formally, we set Cy (x,y, z) := T(El (y, (w).[L], (w).[C(x,w, 2)])). We
claim that the following interpretation satisfy the rules of inductive basic
covers.

r <rcV :=Indg, o (2)

To show that coinductive predicates encode coinductive positivity relations,
we define a restriction of both the set A and the axiom set (I,C) by com-
prehension on those elements for which V' already holds.

AV = (Sw e AweV
IV(z) .= I(my(x))
CV(w,y) ={z € A" [m(2)e C(mi(2),y)}

We claim that the following interpretation satisfies the rules of coinductive
positivity relations as presented in Proposition [2.4.3]

rxrcV = (Ip€axeV)Colndv ov((z,p))

We prove the soundness of the above encodings in the case of the intensional
level, where, as an additional difficulty, we have to make explicit also the
interpretation of the proof terms and, in the inductive case, to check that
the computation rules are satisfied.

For the inductive case we set

rf(a,r) := ind(a,inl(r), \x.\y.El | (y))
tr(a,i,p) := ind(a,inr(i), p)
Ela(a, p, a1, ¢2) = Elna(a, p, (z,y,w).Ap_ (f(z,y), w))

where f(z,y) = El (y, (u). \w.q(x,u), (u). Mw.ga(z, u, w)). Notice in partic-
ular that the encoding of the elimination term El, has been performed by
bearing in mind the corresponding computation rule it will need to satistfy,
which is then trivially verified.

In the case of coinduction we have the following.

corf(a,p) := Els(p, (x,y).x)
cotr(a,i,p) := El5(d, (z,w).(m(2), m (w), m2(2), ma(w)))

where the d is a shorthand for the proof-term Elcoing({a, Els(p, (x,y).2)), 1, Ela(p, (z,y).y))
of the proposition (3z € (X € A)xeV)(C(a,i,m(2)) A Colnd;v ov(2)); for

the coinduction term, assume to have a predicate P(x) prop [z € A] and

terms ¢; and ¢o as in the premise of the rule |-x; we define the auxiliary

predicate

P'(z) := P(mi(x)) prop [z € AY]
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together with the auxiliary term

d(z,y,w) € (Fz € CV(z,y))P'(2) [x € A,y € IV(z),w € P'(z)]
CI(Za Y, w) = EIH(QQ(Wl (Z)7 Y, w)> (ua U)'<<u7 1 <u7 772(”)»7 1 (U), 7T2(U>>)

finally, we can write the following proof-term

coind(a,p, q1, QQ) = <QI(a7p)7 COind(<a’ q1 (a,p)>,p, (I, Y, w)'cl>>
O]

As a corollary, we obtain that both the quotient model and the realis-
ability interpretation of the Minimalist Foundation extend to (co)inductive
predicates.

In [MMR21], the (two-level) theory obtained by extending the Minimalist
Foundation with inductive basic covers was called MFq; then, in [MMR22],
the theory obtained by extending the Minimalist Foundation with both in-
ductive basic covers and coinductive positivity relations was called MF gnq.
Here, in light of Theorem [2.4.4] we overload the notation by using the same
names MF;,qy and MF,q to refer to the theory obtained by extending the
Minimalist Foundation with inductive predicates and with both inductive
and coinductive predicates, respectively.

2.5 (Co)Induction in MLTT

Induction and coinduction in Martin-Lof’s type theory and its extensions
can assume many forms; the two paradigmatic schemes are given by a pair of
dual constructions called W-types for induction and M-types for coinduction.
In this and the next section, we examine their relationship with the forms of
(co)induction introduced in the previous section.

In this chapter, we work with a version MIL] of intensional Martin-Lof’s
type theory [NPS90| with the following type constructors: the empty type
No, the unit type N, dependent sums 3., dependent products II, the list
constructor List, identity types Id, disjoint sums +, and a universe of small
types Up a la Russell closed under all the above type constructors. Induc-
tive type constructors are defined to allow elimination toward all (small and
large) types; this will also be true for the inductive types introduced in the
subsequent sections — this feature will be essential for defining predicates
recursively. Moreover, we assume n-equalities for Ny, X-types, and II-types.
These weaker extensional assumptions are justified in an intensional context
since they do not break any computational property, even being assumed by
default in the Agda implementation of Martin-Lo6f’s type theory.
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Finally, we will also consider extending the theory with the axiom of
function extensionality funext, which for twoin MLTT is rendered as

(Ilf, 9 € (z € A)B(x))(lz € A)d(B(x), f(x), g(x)) = 1d((Ilz € A)B(x), f, g)

and the additional elimination scheme for the identity type known as aziom
K introduced in [Str93].
M(z,y) type [x € A,y € ld(A, z, )]
m(z) € M(z,id(z)) [r€ A] a€ A peld(4,a,a)
K(p, (z).m) € M(a,p)

M(x,y) type [x € A,y € ld(A, x, x)]
m(z) € M(x,id(z)) [r€ A] a€ A
K(id(a), ().m) = m(a) € M(a,id(a))
Recall that from axiom K (together with the standard eliminator of Martin-

Lof’s identity type) one can derive a proof-term of the axiom of Uniqueness
of Identity Proof.

Id(Id(A, x,y),p, q) type [z,y € A,p,q € Id(A, z,y)] (UIP)

E-K

C-K

2.5.1 Induction in MLTT

In Martin-Lof’s type theory, one of the main ways of generating inductive
sets is through the W-type constructor, also known as the wellfounded trees
constructor. The parameters of a W-type consist of a set A and an A-
indexed family of sets B, which together are often referred to as a container
[AGMM15]; the resulting type W, g is intuitively understood as the set of
wellfounded trees with nodes labelled by elements of A and with a (possibly
infinitary) branching function given by B. The precise rules of the construc-
tor are reported below.

Rules for W-types in ML7

FW —o«—
Wa 5 € U

a€c A feBla) »Wyup

l-W
sup(a, f) € Wan

M (w) type [w € Wy p]
d(z,h,k) € M(sup(xz,h)) [x € A,h € B(x) > Wy, ke (lly € B(z))M(h(y))]

teW
E-W A,B

Elw(t, (2, h, k).d) € M(t)
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M (w) type [w € W4 p|
d(z,h,k) € M(sup(a, f)) [t € A,h € B(a) > Wap,k € (Ily € B(x))M(h(y))]

W acA feBla) >Wyup

Elw(sup(a, f), (z, h, k).d) = d(a, f, \y.Elw(f(y), (x, h, k).d)) € M(sup(a, [))

However, W-types do not seem to have the same expressive power as in-
ductive predicates. This is because they produce just plain sets, while pred-
icates, under the propositions-as-types paradigm, are families of sets. This
same limitation has been addressed in [PS89], where the authors proposed a
generalization of W-types, called dependent W-types, capable of constructing
families of mutually inductive sets; in the literature they are also known as
general trees, or indexed W-types. Dependent W-types are interpreted again
as sets of wellfounded trees with labelled nodeﬂ; however, each label now has
a set of possible options for the branching function; moreover, each branch-
ing function not only indicates the number of subtrees but also dictates how
each of their roots is to be labelled. The formal rendering of this intuition
in Martin-Lof’s type theory goes as follows. The parameters of a dependent
W-type, which, analogously to the non-dependent case, are referred to as in-
dexed container, consist of a small type A € Uy of nodes’ labels and a family
of sets I € A — Up indexing the possible branching functions associated with
each label. To formalise the branching functions, there are two possibilities.
Either with a function

Clr,y) e A= Ug [z € Ay € I(x)]

that for each label says how many immediate subtrees there are with roots
labelled by it; or with two arity functions

Br(z,y) € Uy [z € A,y € I(x)]
ar(z,y) € Br(z,y) > Az € A,y € I(x)]

that say how many immediate subtrees there are in general and the label
of each subtree’s root, respectively. It is clear how, in the first case, in-
dexed containers correspond precisely to the notion of rule set formulated
in Martin-Lof’s type theory. In either case, the type constructors are then
formalised by adapting the pattern of W-types to account for the extra index-
ing. In particular, using the first formulation, one obtains a proof-relevant
version of inductive predicates in Martin-Lof’s type theory; as always, their
elimination rules differ from the ones in the Minimalist Foundation since

2For their interpretation as free term algebras for infinitary multi-sorted signatures, see
[Emm21].
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now they can work towards sets depending on the constructor. For this rea-
son, in the following discussion, we will refer to dependent W-types defined
with the parameter C' as (proof-relevant) inductive predicates, reserving the
name dependent W-types to just those defined using the parameters Br and
ar. Their precise rules are spelt out in the appendix [A.3] Finally, once
more following the pattern of dependent W-types, in [MMR21] the authors
primitively introduced in Martin-Lof’s type theory also a constructor < for-
malising proof-relevant inductive basic covers, whose rules are again recalled
in the appendix [A.3]

By the results of |[MS23a|, we know that all the inductive constructors
presented so far can be reduced to W-types.

Theorem 2.5.2. In ML, the following type constructors are mutually en-
codable.

1. W-types;

2. dependent W-types;

3. inductive predicates;
4. inductive basic covers.

Proof. In the following, we just show how to interpret types. The long-
but-routine calculations lie in explicitly constructing the interpretations for
terms and verifying, for the first statement, that the conversion rules are
satisfied using n-equalities and for the second statement, that the two types
are internally equivalent using function extensionality. We leave these details
to the meticulous reader or the proof-checking software.

W-types encode dependent W-types. The question of reducing dependent
W-types to W-types has been answered positively in a number of exten-
sional settings |[PS89; |GHO04; ]AGMM15]; in particular, the technique used
in [AGMM15] has been verified in the intensional setting of the Coq proof-
assistant [Hugl7]; we recast it in our setting.

Assume to have the parameters of a dependent W-type (A, I, Br,ar).
Firstly, we construct a W-type Free of wellfounded trees containing informa-
tion on the labels and the branching options of the nodes of the dependent
W-type trees we are trying to encode. We do so by saying that the nodes of
Free are labelled by dependent pairs of a label a € A and a choice of branch-
ing i € I(a) for it, and that the branching function is chosen correspondently
to the parameter Br. Formally, we are constructing the set

Free := W (suea)1(2),Br(m1 (2),m2(2))

73



Secondly, we thin out the set of Free trees with a A-indexed family of
predicates Legal(x) € Free — Uy [xr € A| which assert, for a Free tree,
that its root’s label has z as its first component and that the root’s label
first component of each of its subtrees respects the arity function ar. The
predicate is formally defined by recursion on W-types as

Legal(a,sup((b, i), f)) :==1d(A,a,b) x (Ilz € Br(b,i))Legal(ar(b, i, z), f(2))

Note that, being a fixed, the identity type appearing inside the Legal state-
ment has a unique proof propositionally, and hence it is a contractible type
according to |Unil3|.
Then, our candidate for encoding the dependent W-type is the following
type family.
DW5, or(a) := (Xw € Free)Legal(a, w)

We can straightforwardly define a introduction term for DW'(a) in the
following way:.

dsup(a,i, f) := (sup({a,i), \z.m1(f(2))) , (id(a), Az.ma(f(2))) )

The elimination term is a bit more involved, although it is not conceptually
harder. Suppose to have, as in the premises of the elimination rule, a type
family M (a,w) type [a € A,w € DW'(a)] and a dependent term

d(a,i, f,h) € M(a,dsup'(a,i, f))
[a € A,
i€ l(a),
f € (Ilz € Br(a,i))DW'(ar(a, 1, 2)),
h € (Ilz € Br(a,i))M(ar(a,i, z), f(2))]

we want to define a dependent term
Elow(a, w,d) € M(a,w) [a € A,w € DW'(a)]

validating the computational rule, that is, satisfying the following definitional
equality.

Elow(a, dsup’(a, i, f),d) = d(a, i, f, \z.Elgw (ar(a,i, ), f(2),d))
[a € A,
i€ I(a),
f € (Ilz € Br(a,i))DW'(ar(a, i, z))]
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The idea is to define the term Ely,, by recursion by mimicking the above
requirement — so that the task of checking the computation rule will turn
out to be trivial. The definition explicitly reads

ElDW(a7 <sup(<a, i>a f)v id(a)’ l>a d) =
d(a,i,\z.(f(2),1(2)), A\z.Elpw(ar(a, i, z), {f(2),1(2)),d))

where we have implicitly used the recursion principles of X-types, W-types
and identity types, all at once. The long-but-routine calculations lie in check-
ing that the given definitions are well-typed by formulating it only with elim-
inator terms. In particular, it is in this step of defining Elj,, by recursion
that n-equalities are needed to ensure that the calculations go through. We
leave them to the assiduous reader or to the proof-checker.

(Dependent W-types encode inductive predicates). Given an axiom set
(I,C) over A, we can obtain an indexed container by considering the following
arity functions.

Br(a,i) := (3z € A)C(a,i,x)

ar(a,i) := Az.mi(2)

It is easy to check that the dependent W-type DWp, 4, constructed with the
above parameters encodes the inductive predicate Ind; c.

(Inductive predicates encode inductive basic covers). For this point we
start by reasoning similarly as in the Minimalist Foundation. We encode the
additional reflexive clause through a new rule set.

Iy(a) :=V(a) + I(a)
Cy(a,inl(p)) := Az.Ng
Cy(a,inr(i)) := C(a,1)

As in the MF case, the induced inductive predicate Indy,, ¢, (a) can be shown
to be logically equivalent to the inductive basic cover a <17 ¢ V. However, the
above interpretation is not enough, since it does not satisfy the elimination
towards dependent sets. The problem is the same as that encountered when
naively trying to encode natural numbers using W-types in an intensional
setting (see [NPS90]), and was solved in [Hug21] by employing a technique we
will apply to the present case. The trick is to impose on the reflexive cases an
extra canonicity condition expressed by a family of predicates Canonical(z) €
Inds, o () = Ug [x € A] defined by recursion as follows.

Canonical(a, ind(a, inl(p), f)) := f =mwea)No—sinds,, o, (2)) AT-A2-Elng (2)
Canonical(a, ind(a, inr(i), f)) := (llz € A)(Ily € C(a,,x))Canonical(f(z,y))
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The following can then be checked to be a working interpretation.
a<rcV := (3w € Indy, ¢, (a))Canonical(a, w)

(Inductive basic covers encode W-types). Given a container (A, B), con-

sider the axiom set over the singleton set N; given by I(x) := A and C(z, vy, 2) :

B(y). The W-type W4 p is then encoded by * <ir¢ 0. ]

In the presence of function extensionality, the above constructors enjoy
neat categorical semantics, which we now review since it will be vital next
for treating coinduction.

The type Wy4 g can be shown to be the support of an initial algebra for
the so-called polynomial endofunctor P4 p(X) := (¥z € A)(B(z) — X) on
the category of types [MP00|. Analogously, inductive predicates, inductive
basic covers and dependent W-types enjoy categorical semantics as initial
algebras of the following dependent polynomial endofunctors on the category
of A-dependent types, respectively.

Der;c(P)(x) == (Xy € I(z))(Ilz € A)(C(z,y,2) = P(2))
Derrov(P)(z) :=V(zx) + (Zy € I(z))(llz € A)(C(z,y,2) = P(2))
Derg, o (P)(x) := (Zy € I(z))(llz € Br(z,y))P(ar(z,y, 2))

We chose to reuse the name Der because the first endofunctor clearly is the
interpretation under the propositions-as-types paradigm of the derivability
constructor used to define inductive predicates in the Minimalist Foundation.

Remark 2.5.3. We recall that polynomial endofunctors of the form Derp, 4
can be described in an arbitrary locally cartesian closed category C |[GHO4]
as follows. Indexed containers are specified by diagrams of the form

AL Brri 4

and the resulting endofunctor is obtained as the composition of the following
functors

C/A s c/Br B e/1 25 C /A

where ar* is the pullback functor, II,. is the dependent product functor
induced by the locally cartesian closure of C, and ¥; is the coproduct functor,
that is postcomposition by i.

The following lemma formally proves that, in the presence of function ex-
tensionality, the two choices we discussed for formalising the intuition behind
a dependent well-founded tree are equivalent.
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Lemma 2.5.4. Each endofunctor Der;c on the category of A-dependent
types of ML + funext induced by a rule-set (A, I,C) is naturally isomorphic
to an endofunctor of the form Derpg, o induced by the parameters (Br,ar)
for a dependent W-type and viceversa.

Proof. To prove the first statement assume a rule set (I, C') over a set A and
consider the following parameters.

Br(z,y) = (Xz € A)C(z,y,2)

ar(z,y,w) := m (w)

For the converse, assuming the parameters A, I, Br and ar, consider the
axiom set (I, '), where

C(z,y,z) = (Xw € Br(z,y))ld(A, ar(z,y,w), z)

In both cases, it is easy to write a natural isomorphism between the two
induced endofunctors Der; ¢ and Derp, 4. O

Finally, notice that if we were interested just in the proof-irrelevant, log-
ical semantics of those inductive constructors, we could regard the endo-
functors above simply as endomorphism on the preorder reflection of the
category of A-dependent sets and the type constructors just as their smallest
fixed points.

2.5.5 Coinduction in MLTT

As mentioned, in Martin-Lof type theory, coinduction is usually consid-
ered through a construction dual to W-types, called M-types (also known
as non-wellfounded trees). The parameters of M-types are the same as those
of W-types; as their alternative name suggests, a type My p is intuitively
understood as the set of non(-necessarily)-wellfounded trees with nodes la-
belled by elements of A and with branching function given by B. However,
M-types are not usually presented through explicit inference rules; instead,
they are characterised semantically by a universal property dual to that of
W-types, namely by being terminal coalgebras for polynomial endofunctors
P4.p. Analogously, there also exist dependent M-types, dualising dependent
W-types and defined as the terminal coalgebras of dependent polynomial end-
ofunctors Derp, 4, or, equivalently by Lemma [2.5.4] Der;¢. In these forms,
it has been shown that plain and dependent M-types are encodable using
W-types in Martin-Lof’s type theory extended with function extensionality
and axiom K [AAGO5|, and in Homotopy Type Theory [ACS15].
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Here, to define coinductive predicates and positivity relations in Martin-
Lof’s type theory, we follow instead the axiomatic approach taken in [MMR22],
where rules for proof-relevant coinductive positivity relations have been ex-
plicitly introduced in Martin-Lof’s type theory by just taking the correspond-
ing rules for the intensional level of the Minimalist Foundation after identi-
fying propositions with sets.

Rules for coinductive predicates in ML/

F-Colnd

CoInch cA— Ug
acA i€l(a) pe Colnd;c(a)
Elcoma(a,i,p) € (Xx € A)(C(a,i,z) x Colnd; o (x))
M (z) type [x € A]
d(z,y,w) € (Xz € A)(C(x,y,z) x M(2)) [vr € A,y € I(x),w € M(x)]
a€A me Ma)
coind(a, m, (z,y,w).d) € Colnd; c(a)

E-Colnd

I-Colnd

Rules for coinductive positivity relations in ML

F-x

— X cVeA— U
acA pecaxicV

corf(a,p) € V(a)

acA i€lla) peax;cV

cotr(a,i,p) € (Xx € A)(C(a,i,z) X x X7 V)
M (x) type [z € A]
q(x,y) € V() [z e Ay e M(x)]
@z, y,w) € (Bz € A)(C(r,y,2) x e X o V) [z e Ay € I(x),w e M(x)]
acA pe M(a)

E-corf-x

E-cotr-x

[-1x -
C0|nd(a,p, q17QQ) ca D<],C V

Notice that in this way, coinductive predicates and positivity relations are
interpreted as the greatest fixed point of the following dependent copolyno-
mial endofunctors defined in Martin-Lof’s type theory and viewed as endo-
morphisms on the preorder reflection of the category of A-dependent types,
respectively.

Confr(P)(z) == (Ily € I(x))(Xz € A)(C(z,y, 2) x P(z))
Confrov(P)(z) :=V(r) x (Ily € I(x))(Xz € A)(C(z,y, 2) x P(z))
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Clearly, we also define, analogously to the inductive case, an alternative
copolynomial endofunctor Conf g, 4, induced by an indexed container (A, I, Br, ar)
as

Confpy o (P)(2) == (Ily € I(x))(Xz € Br(z,y))P(ar(x,y, 2))

We can derive the dual result relating the two versions.

Lemma 2.5.6. Each endofunctor Conf;c on the category of A-dependent
types of MIL] + funext induced by a rule-set (A, I, C) is naturally isomorphic
to an endofunctor of the form Confp, ., induced by the parameters (Br,ar)
for a dependent W-type and viceversa.

Proof. The proof is identical to that of Lemma [2.5.4] m

Finally, we can give a purely categorical description also of the endo-
functors Cong, 4 in an arbitrary locally cartesian closed category C as the
composition of the following functors

C/A s c/Br 2 /1 2 c/A

The way they are defined, coinductive predicates are not related to in-
ductive predicates in the same way that M-types are related to W-types:
while coinductive predicates are defined as the greatest fixed points of the
operator Conf, which is itself dual to the defining operator Der for inductive
predicates, M-types and W-types (and their dependent versions) are termi-
nal coalgebras and initial algebras, respectively, of the same endofunctors.
For this reason, it seems we cannot get a fully symmetrical result to the one
obtained in the inductive case. Nonetheless, in Martin-Lof’s type theory,
thanks to the axiom of choice, we can prove that the class of constructors
Der; ¢ can encode the class Conf; c.

Proposition 2.5.7. Each endofunctor Conf; o on the category of A-dependent
types of ML induced by a rule-set (A, I,C) is naturally isomorphic to an
endofunctor of the form Derp, . induced by the parameters (Br,ar) for a
dependent W-type.

Proof. Assume to have a rule set (I, C) over A, and consider the following
parameters.

I'(z) = (lly € I(2))(Xz € A)C(x,y, 2)
Br(z, f) = I(z)
ar(z, f,y) :=m(f(y))
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For each A-dependent type P(z) type [x € A], we obtain the following
isomorphism between A-dependent types.

Derprar(P)(x) = (Xf € (y € I(2))(Xz € A)C(x,y, 2))(y € I(x))P(m(f(y)))
= Iy € I(x)(Zw € (X2 € A)C(x,y, z))P(m (w))
=~ (Ty € I(x))(Xz € A)(C(x,y,2) x P(z))
= Conf; (P)(x)

Notice that the first isomorphism above is precisely an application of the
type-theoretic axiom of choice. It is easy to check that such family of iso-
morphisms are natural in P. ]

Corollary 2.5.8. Coinductive predicates and coinductive positivity relations
are mutually encodable in ML]. Moreover, they are both encodable in any
theory extending ML in which the greatest fized points of operators Derp, 4,
exst.

Proof. Since the rules of the constructors are identical, the proof of the first
statement is entirely analogous to that of the intensional level of the Min-
imalist Foundation. Then, it is enough to prove the second statement for
coinductive predicates. If the theory admits a greatest fixed point for every
endofunctor of the form Derp,.q,, then, by Proposition [2.5.7] it equivalently
admits one also for every endofunctor of the form Conf;; the former can
then be used to interpret the coinductive predicates Colnd; o (z). O

Since the hypotheses of the above proposition only require the existence of
a greatest fixed point, it follows as an immediate corollary that any extension
of ML{ in which dependent M-types exist encodes coinductive predicates.

Finally, notice that if we were to take the alternative route of semantically
defining coinductive predicates as terminal coalgebras of the endofunctors
Conf; ¢, Proposition would have implied that they are a subclass of
M-types.

2.6 Compatibility results

The results obtained in the previous sections allow us to partially answer the
question posed in [Mail9] by extending some of the compatibility results of
Section |1.8 to (co)inductive definitions.

Corollary 2.6.1.

1. ML +W is a compatible extension of mTTqg;
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mTT;.y is compatible with Ho'T'T;
ML7 + W + funext + K is a compatible extension of mTTgng;
CCw 1s a compatible extension of mTT g,

TarithTopos ¢S @ compatible extension of emT Tgng.

emTT,.q is compatible with CZF + REA;

NS &v e

emTTq is compatible with CZF + RRS-| J REA.

In the last two points above, REA and RRS-|JREA are the Extension Ax-
tom schemes defined for Regular sets and Strongly Reqular sets satisfying the
Relation Reflection Scheme, respectively. They were introduced to accommo-
date inductive and coinductive definitions in constructive set theory; for their
precise statements see [AR10)].

Proof. 1. Inductive predicates can be interpreted straightforwardly into
their analogues defined in Martin-Lof’s type theory. In turn, thanks to
Theorem [2.5.2] we know how to construct the latter using W-types.

2. Despite HOTT being an extension of ML] + W, the interpretation
defined in the previous point ceases to be compatible once the target
theory is changed to HoTT. This is because propositions of the Mini-
malist Foundation should be interpreted as h-propositions. Moreover,
as already observed in the case of inductive basic covers in [CT20], the
propositional truncation of a dependent W-type does not produce an
inductive predicate; the solution adopted there, which also works for
interpreting inductive predicates, is to make more use of the expressive
power of Higher Inductive Types which allow postulating an introduc-
tion constructor ind at the same time with another constructor whose
function is to trivialise the identity type.

3. It is enough to extend the interpretation described in the first point by
interpreting mTT-coinductive predicates as ML]-coinductive predi-
cates, once we know that the target theory supports them since by the
results in [AGMM15] it satisfies the hypotheses of Proposition [2.5.8]

4. By Proposition [2.3.1]

5. By Remark
6. By Theorem 4.6 of [MMR22].
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7. By Theorem 13.2.3 of [AR10].
[l

Remark 2.6.2. In [MMR?22], the authors proved a compatibility result for
coinductive predicates in Martin-Lof’s type theory alternative to the one
in the second point of the above Corollary. There, instead of constructing
coinductive predicates as M-types, they assumed in the target theory the
existence of a Palmgren’s superuniverse and encoded them directly.

Remark 2.6.3. The compatibility of mTT,q with HoTT remains an open
problem. This is because, to adapt the interpretation described in [CM22]
to account for coinductive predicates, one should be able to coinductively
generate h-propositions in HoTT, but it is not evident how and if this can
be done.
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Chapter 3

Reversing the level structure
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Chapter Abstract

In this chapter, we reverse the level structure of the Minimalist Foun-
dation by defining an interpretation of the intensional level into the
extensional one using in particular the technique of canonical isomor-
phisms (see [Mai09; Hof95]). Together with the quotient interpreta-
tion of [Mai09|, we will deduce the equiconsistency of the two levels
of MF and their equivalence over second-order arithmetic.

This chapter is adapted from joint work with M. E. Maietti [MS24].

3.1 Overview

The presence of an intensional and an extensional level in the Minimalist
Foundation resembles very closely the two versions, intensional and exten-
sional, of Martin-Lof’s type theory. Indeed, both emTT and mTT are
formulated as dependent type theories extending versions of Martin-Lof’s
type theory enriched with a primitive notion of proposition. More precisely,
emTT extends the extensional version in [Mar84], while mTT extends the
intensional one in [NPS90].

While it is notoriously difficult to interpret the extensional version of
Martin-Lof’s type theory in [Mar84] into its intensional one in [NPS90|, es-
pecially in the presence of universes (see for example [Hof95; [Pal22]), in the
other direction the task is trivial. Indeed, the extensional version is a di-
rect extension of the intensional one obtained mainly by strengthening the
elimination rule of the identity type to make it reflect judgemental equality.

In the case of the Minimalist Foundation, the two levels, namely mTT
and emTT, are conceptually linked according to Sambin’s forget-restore de-
sign principle [SV98], stating that extensional concepts should be obtained
by abstraction of the intensional ones in such a way that the process can be
reverted at will; see Section for more details. This principle was imple-
mented as an interpretation of emTT in a quotient model of so-called setoids
constructed over mTT in [Mai09]. However, contrary to Martin-Lof’s type
theory, mTT is not a direct extension of emTT, as we will show next. The
question of whether the intensional level mTT can be interpreted into the
extensional one emTT is therefore not trivial, and it is what we are going
to answer positively in this chapter. Together with the quotient interpreta-
tions, this will grant important corollaries: the equiconsistency of the two
levels, and the fact that they prove the exact same sentences expressible in
the language of second-order arithmetic.

Our goal will be reached using a bridge theory between mTT and emT'T,
namely the extension emTT + propext of emT'T obtained by adding axioms
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for propositional extensionality to it. On the one hand, it will be easy to show
that emT T +propext is an extension of mT'T; on the other, we will show that
emTT + propext is interpretable back in emT'T by employing the technique
of canonical isomorphisms, already used in the interpretation of emTT in
mTT in [Mai09], independently adopted for interpretations in other type-
theoretic systems in |[Hof95; |[Spa23], and later employed also in |[CM22] to
show the compatibility of emTT with HoTT. As as a byproduct, we will
also conclude that emT'T + propext is a conservative extension of emTT.

3.2 Propositional extensionality

The only technical obstacle preventing us from seeing emTT as a direct
extension of mTT is the discrepancy between the extensional collection of
small propositions up to equiprovability P(1), and the intensional universe
Props of small propositions; in particular, it is clear that P (1) cannot interpret
Props since the derived rule of the former on the left is weaker than the
computation rule of the latter on the right:

¥ PTOPs © Props
Dc([¢]) « ¢ true T(p) = ¢ props

To rectify this situation, we consider adding to emTT axioms for proposi-
tional extensionality (for our purposes, only the second of the following two
rules would suffice; we will include both for symmetry).

pprop Y prop <Y true
© =1 prop

propext

p props Y props <= P true

© = props
Identifying equality and equiprovability for propositions clearly fixes the dis-
crepancy between the two universes. The resulting theory will be called
emTT + propext. As the next proposition shows, it is indeed an extension
of mTT (besides one of emTT), obtained by strengthening judgemental
equality and adding the quotient set constructor.

propsext

Proposition 3.2.1. emTT + propext is an extension of mTT up to equiv-
alence of theories.

Proof. To show that emTT + propext can be obtained — up to renaming —
as an extension by rules of mTT, one first makes the following renaming in
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the pre-syntax

Id — Eq
Props — P(1)

— =[]
T(—) — Dc(—)

and then, adds all the rules of emTT + propext that are not already present
in mTT, namely:

1. the rules of the quotient set constructor;
2. the n-conversion rule for dependent products nC-II;

3. the rules for proof-irrelevance prop-mono and prop-true; in particular,
the canonical proof-term true of emTT can then interpret all the in-
tensional proof-term constructors of mTT;

4. the equality reflection rule E-Eq;

5. congruence rules for types and terms constructors;
6. structural rules for embedding equalities;

7. the rule

UeP(l) VeP@)
Eq(P(1),U,V) props

Fs' Eq'P<1)

8. the two axioms of propositional extensionality propexts and propext.

The theory obtained is exactly emTT + propext, because the rules of mTT
that are not postulated in emTT + propext are nevertheless derivable in
there, most notably the computation rule C-Props thanks to the propositional
extensionality axiom. O

Remark 3.2.2. It is easy to see that the quotient model used to interpret
emTT in mTT actually interprets also emTT + propext. Indeed, the ad-
ditional axioms of propositional extensionality are validated in the quotient
model since equality of emTT-collections are interpreted as the existence of
a so-called canonical isomorphism between the mTT-extensional collections
interpreting them; however, in the case of extensional collections interpret-
ing emTT-propositions, the existence of a canonical isomorphism amounts
exactly to their equiprovability.
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The main result of this chapter shows that emTT + propext can be in-
terpreted back in emTT. The key idea is to interpret a proposition of
emT'T + propext as a proposition of emTT up to equiprovability, that is as
an equivalence class of logically equivalent emT T-propositions. Since col-
lections may depend on propositions, crucially thanks to the prop-into-col
rule and the quotient set constructor, we will have to extend this rationale
to all types of emTT by interpreting them as types up to equivalent logical
components. The formalisation of this idea is achieved through the notion of
canonical isomorphisms.

3.3 Canonical Isomorphisms

Since in this subsection our only object theory will be emTT, we assume
that all the judgements are meant to be judgements derivable in emTT.

Definition 3.3.1 (Canonical isomorphisms). We inductively define a fam-
ily of functional terms, called canonical isomorphisms, between dependent
collections. Both the dependent collections and the canonical isomorphisms
between them will always be considered up to judgemental equality.

As customary, the common context is left implicit in each of the following
clauses.

1. if p and v are logically equivalent propositions (that is, if ¢ < ¢ true
is derivable), then the unique functional term true € ¥ [x € ¢] is a
canonical isomorphism;

2. the identities of the base types Ng, N1, and P(1) are canonical isomor-
phisms;

3. if 7(x) € B [z € A] is a canonical isomorphism between dependent
sets, then the functional term

(ay,...,a,) € List(A) — (7(a1),...,7(an)) € List(B)

extending 7(z) to lists element-wise is a canonical isomorphism; it can
be formally defined as

Eluse(l, €, (2,9, 2).cons(z, 7(x))) € List(B) [l € List(A)]

4. if 7(x) € A’ [x € A] and o(z) € B’ [z € B] are two canonical isomor-
phisms between dependent sets, then their coproduct

inl(a) € A+ B inl(r(a)) € A"+ B’
inr(b) € A+ B —inr(c(b)) € A"+ B
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is a canonical isomorphism; it can be formally defined as

El (2, (z).7(2),(y).0(y)) € A+ B [z € A+ B]

. if B(z) col [x € Al and B'(z) col [x € A'] are two dependent collections,
and there are canonical isomorphisms

T(x) € A [z € A o(z,y) € B'(t(z)) [z € A,y € B(x)]
then the functional term

(a,b) € (Xz € A)B(x) — (1(a),o(a,b)) € (Xz € A")B'(z)
is a canonical isomorphism; it can be formally defined as

Els(z, (z,9).(t(2),0(x,y))) € (Bz € A)B'(z) [z € (Xz € A)B(x)]

. let B(x) col [v € A] and B'(x) col [x € A'] be two dependent collections
such that their dependent products are well-formed collections — that
is, either A, A’, B, and B’ are all sets, or A and A’ are sets and B and
B’ are the constant family P(1); if there are canonical isomorphisms

T(x) e Alxe AT ofxy) € B'(x) [x € Ay € B(r(x))]
then the following is a canonical isomorphism

Az € Ao (z,Ap(f,7(2))) € (Ilx € A)B'(z) [f € (Ilz € A)B(x)]

. if 7(z) € B [z € A] is a canonical isomorphism between sets, R(z,y)
is a small equivalence relation on A, and S(z,y) is a small equivalence
relation on B such that R(z,y) < S(7(x),7(y)) true [z,y € A] holds,
then the functional term

[a| € A/R — [T(a)] € B/S

obtained by passing 7(x) to the quotient is a canonical isomorphism;
it can be formally defined as

Elq(z, (z).[7(z)]) € B/S [ € A/R]

We now derive some fundamental properties about canonical isomor-
phisms.
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Lemma 3.3.2. If 7 € B [I',x € A] is a canonical isomorphism and v €
[' [A] is a telescopic substitution, then also T|v,z] € Bly] [A,z € A[y]] is a
canonical isomorphism.

Proof. By induction on the definition of canonical isomorphism; in particular,
for the case of propositions, by the fact that judgement derivability is closed
under substitution, so that ¢ < ¥ true implies ¢[vy] < ¥[y] true.

We spell out the case of dependent product. Our goal is to show that

((Az € Aa[Ap(f,7)/yD) € ((Lz € AVBYN [A, f € (e € A)B)[H] ]

is a canonical isomorphism. By IH we know that 7y, z] € A[y] [A,z € A'[y]]
is a canonical isomorphism. Now consider the extended telescopic substi-
tution v,z € (I'z € A") [A,x € A'[y]], and notice that B[r/z][y,z] =
B[y, 7[v]]; again by IH, we obtain that the following is a canonical isomor-
phism.

olv,z,yl € B’y 2] [A 2 € A'Iy],y € Bly, 7[v]] ]

Observe that we have the following syntactical equalities.

(Az € A)a[Ap(f,t)/y])[V]
(Az € A'[Y)aly, Ap(f, T[7])]
(Az € A[Y))oly, =, y][Ap(f, T[7]) /Y]

By definition we know that the last term is a canonical isomorphism. ]

Proposition 3.3.3. Canonical isomorphisms enjoy the following properties:
1. identities are canonical isomorphisms;

2. canonical isomorphisms are indeed isomorphisms, and their inverses
are again canonical isomorphisms;

3. the composition of two (composable) canonical isomorphisms is a canon-
tcal isomorphism;

4. there exists at most one canonical isomorphism between each pair of
collections.

Proof. The proof is analogous to the one performed for HoT'T in Proposition
4.11 of [CM22].

Point 1 follows by induction on the construction of the collection, exploit-
ing the n-equalities of the corresponding constructors.

Point 2 follows by induction on the definition of canonical isomorphism; in
particular, thanks to the fact that < is symmetric in the case of propositions.
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We spell out the case of dependent products. By induction hypothesis, there
exist the two canonical inverses

7 Hz) € A [z € A] o Yx,y) € B(r(z)) [x € A",y € B'(2)]
if we substitute the second by the first we obtain

o~ (7 (x),y) € B(r(77(2))) = B(x) [v € A,y € B'(77'(2))]

which is again canonical thanks to Lemma [3.3.2 so that we can consider the
canonical isomorphism

Az € Ao (77 (z), f(r7H(z))) € Iz € A)B(x) [f € (Ilx € A")B'(x)]

which can be easily checked to be the inverse.

For point 3, observe that two objects are related by a canonical isomor-
phism only if they have the same outermost type constructor or if they are
both propositions; in the latter case, we rely on the transitivity of <; in the
former case, we proceed by induction on the outermost type constructor. We
spell out the case of the dependent product. Suppose to have the following
canonical isomorphisms

T(z) € Alx e A
7'(z) € A" [x € A
o(z,y) € B'(z) [x € A',y € B(r(2))]
o'(z,y) € B"(z) [r € A",y € B'(7'(x))]
By Lemma also the following substituted morphism is canonical

o(r'(x),y) € B'(7'(x)) [z € A"y € B(r(r'(x)))]

By inductive hypothesis, the following isomorphisms obtained by composition
are canonical

T(r'(z)) € Alz € A" o'(z,0(7'(2),y)) € B"(2) [v € A",y € B(r(7'(2)))]
We must check that the composition of the two canonical isomorphisms

Az € Ao(z,Ap(f,7(x))) € (Ilx € A)B'(z) [f € (Ilx € A)B(x)]
Az € A)o'(x,Ap(f,7'(x))) € (Ilx € A")B"(z) [f € (Ilx € A")B'(2)]

is canonical, but their composition is equal to

Az € A")o'(z, Ap((\z € A)o(z, Ap(f,7())), T'(x))) =
(Az € A")o'(z,0(7'(z), Ap(f, 7(7'(2)))))
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which is canonical by definition.

For point 4, recall that canonical isomorphisms are considered up to judge-
mental equality. Then, the statement is trivial in the case of propositions; in
the other cases, it is proven by induction on the outermost type constructor
of the two collections. O

We can extend the notion of canonical isomorphisms to contexts of emTT.

Definition 3.3.4. We inductively define a family of telescopic substitutions
between contexts, called again canonical isomorphisms. Again, we will con-
sider them up to judgemental equality.

e the empty telescopic substitution between empty contexts () € () [] is
a canonical isomorphism;

e if A col [I'] and B col [A] are two dependent collections, o € A [I] is
a canonical isomorphism between contexts, and 7 € Blo| [[',z € A] is
a canonical isomorphism between collections, then the extension o, 7 €
(A,z € B) [I',x € A] is a canonical isomorphism.

It is easy to check by induction that canonical isomorphisms between
contexts inherit the properties of Proposition [3.3.3

Definition 3.3.5. We say that two contexts I' and A are canonically iso-
morphic if there exists a (necessarily unique) canonical isomorphism between
them.

We say that two dependent types A type [I'] and B type [A] are canoni-
cally isomorphic if their extended contexts I',x € A and A,y € B are canon-
ically isomorphic; equivalently, if their contexts I' and A are canonically
isomorphic, and there exists a (necessarily unique) canonical isomorphism
between A and B[o], where o € A [I'] is the canonical isomorphism between
contexts.

Finally, we say that two telescopic substitutions v € I' [I'] and § € A [A]
are canonically isomorphic if both their domain and codomain are canon-
ically isomorphic and the compositions of telescopic substitutions depicted
pictorially in the following square are judgmentally equal

AN

N

A2 A

where o and ¢’ are the canonical isomorphisms between contexts. As a special
case of the latter definition, we say that two dependent terms are canonically
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isomorphic if they are so as telescopic substitutions; namely, two terms a €
A '] and b € B [A] are canonically isomorphic if the dependent collections
they belong to are canonically isomorphic and the following equality holds

7(a) = blo] € Blo] [I]

where o € A [I'] is the canonical isomorphism between contexts, and 7(x) €
Blo] [I',z € A] is the canonical isomorphism between collections.

Remark 3.3.6. We could have organised the definitions of canonical isomor-
phisms using the language of category theory. In particular, we could have
considered the syntactic category Ctx of contexts and telescopic substitu-
tions up to judgemental equality. In that case, the square depicted above in
the definition of canonically isomorphic contexts could have been interpreted
as a diagram of Ctx, and formally required to be commutative.

The first three points of Proposition [3.3.3| imply that being canonically
isomorphic (for contexts, collections, telescopic substitutions and terms) is
an equivalence relation. Moreover, the following property of preservation
under substitution holds.

Lemma 3.3.7. Let v € T [I'] and 6 € A [A'] be two canonically isomor-
phic telescopic substitutions. If A type [T'] and B type [A] are canonically
isomorphic types, then also Alv| type [I'] and B[] type [A'] are canonically
isomorphic types. Moreover, if a € A [I'] and b € B [A] are canonically iso-
morphic terms, then also aly] € A[y] [I'] and b[d] € B[] [A'] are canonically
1somorphic terms.

Proof. Assume 0 € A [I'] and 7 € Blo| [I',x € A] are the canonical iso-
morphisms induced by the hypotheses. Then, by Lemma [3.3.2) we know
that also 7[v,z] € Blo][y] [I",z € A[7]] is canonical, but Blo|[y] = B[d][0’]
by definition of canonically isomorphic generalised substitutions, thus the
substituted types are canonically isomorphic. For terms, we know by hy-
pothesis that 7(a) = b[o]; thus, by closure of judgements under substitutions
we conclude

7y, aly]] = blo]ly] = bléd][o]
O

Finally, we notice that we can always correct a type (resp. a term) into
a canonically isomorphic one to match a given context (type) canonically
equivalent to the original one.
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Lemma 3.3.8. Let A type [I'], and A ctx canonically isomorphic to T' ctx,
then there exists A type [A] canonically isomorphic to A type [I].

Analogously, if a € A [I'] is a term and B col [A] is a collection canoni-
cally isomorphic to A col [I'], then there exists a term a € B [A] canonically
isomorphic to a € A [I].

Proof. Consider A := Alo~'] type [A] and a := 7(a)[o~!] € B [A], where
o € A[l'l and 7 € Blo| [I',z € A] are some assumed existing canonical
isomorphisms. The same o and 7 witness that A type [T] and A type [A]
are canonically isomorphic types, and that a € A [['] and a € B [A] are
canonically isomorphic terms O]

3.4 Conservativity of propositional extension-
ality

With the machinery of canonical isomorphisms set up, we are ready to in-
terpret emTT + propext into emTT. The idea is to define an identity
interpretation up to canonical isomorphisms.

As customary in type theory, we first define a priori partial interpretation
functions on the pre-syntax of emTT + propext; the Validity Theorem [3.4.3]
will ensure that such functions are total when restricted to the derivable
judgements of emTT + propext. More in detail, we define three partial
functions which send:

1. context judgements I' ctx to an equivalence class [ I ctx || of canonically
isomorphic emTT-contexts;

2. type judgements A type [I'] to an equivalence class [ A type [[']] of
canonically isomorphic emTT-collections such that all its representa-
tives are defined in contexts belonging to [T' ctx ], and such that at
least one among them is of kind type;

3. term judgements a € A [I'] to an equivalence class [a € A [[']] of
canonically isomorphic emTT-terms such that all its representatives
are defined in contexts belonging to [T ctz].

In the following we use the upper corner notation ' — ' to denote equiv-
alence classes of canonically isomorphic expressions.

Definition 3.4.1 (Interpretation). The three functions specified above are
defined by recursion on the pre-syntax of emTT + propext where, in each
clause, we interpret the constructor in case (be it of contexts, types or terms)
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with the same constructor in the target theory emT'T. We spell out the case
of contexts, variables, the canonical true term, the existential quantifier, and
dependent product.

Contexts and variables.
o [(cta]="()cta’
e [TxcActz] = "T",z €A ctz’
provided that [ A col [T]] = " A’ col [I']"
e [recAl,zc AA]:="2ec AN, zecA AN
provided that [T,z € A, A ctz] = "I",z € A, A ctz’
True term.
o [truec ¢ [I]:= "truec ¢ I']"
provided that [ prop [[1] := "¢ prop [I']
Ezxistential quantifier.
e [BzeA)p|T]:= "3z e Ay prop [I']"
provided that [ |T,z € A]= "¢ prop [I",z € A"
Dependent products.
o [(Tlz € A)B type [T]] := " (Ilx € A)B' type [[']"
provided that [ B type [T,z € A]] = "B type [[",2 € A"
e [(MreAbe (Ilxe A)B[I]:= '—()\x c AW e (Tlx € AYB' 1]

provided that [b € B [I',z € A]]] ="VeB[IMzecA]

 [Ap(f,a) € Bla/x] [I] := Ap(f',d) € B'[ 'fa] 1]
provided that [ f € (Hx cAB]="f¢c(zcA)B [I']'
and [a € A]="d € A [I']"

The interpretation of the other constructors is defined analogously.

To smoothly state the substitution lemma, we define in an analogous way
a fourth partial function sending judgements of the derived form v € T' [A] to
an equivalence class of emTT-canonically isomorphic telescopic substitutions
[y € T [A]] defined in contexts belonging to [A ctz]. We then have the

following.
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Lemma 3.4.2 (Substitution). Assume [y € T [A]]= "y € TV [A]" holds,
then:

1. [Atype 7] = " A type [I"] "implies [ A[Y] type [A]] = " A'[Y] type [A]
2. [ac Al] = "d € A [I']" implies
[aly] € AR] [A]l = "d'[y] € AT [AT
Proof. By induction on the expressions A and a. O]

Theorem 3.4.3 (Validity). 1. if emTT + propext - I' ctx, then [T'] is
defined;

2. if emTT + propext = A type [I'], then [ A type [I'|] is defined;

3. if emTT + propext - a € A [I'], then [a € A [T']] is defined and all its
terms are defined in types belonging to [ A col [T']];

4. ifemTT+propext = A = B type [['], then [ A type [I']] = [ B type [I']];
5. if emTT + propextt-a =b e A[l], then [ac Al'|]=[be AT]].

Proof. By induction on the derivations of emT T + propext, using Proposition
3.3.3| and Lemmas [3.3.7], [3.3.8] and [3.4.2] In most cases, it is trivial to check
that the emTT-judgements used in the interpretation are actually derivable,
and that the side condition on the contexts holds. Therefore, we mainly need
to check that the definition of the equivalence classes does not depend on the
choice of representatives, and that the rules of emTT + propext are validated.
We spell out some of the most relevant cases.

Ezistential quantifier. Assume that ¢ prop [I',x € A] is canonically
isomorphic to ¥ prop [A,y € B|; we want to show that their existential
quantification are canonically isomorphic. By hypothesis, we have canonical
isomorphisms

sel[A]  7(x) € Blo] [,z € A]

and we know that ¢ < ¢[o, 7] holds. The following chain of equiprovable
propositions shows that also the existential propositions are equiprovable,
and thus canonically isomorphic

(Jx € A)p & (3x € Ao, 7]
& (Jy € Blol)¢lo,y]
= ((By € B)y)[o]
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where in the first step we used the fact that existential quantification pre-
serves equiprovability, and in the second one that reindexing of existential
quantifiers along isomorphisms preserves equiprovability.

Lambda abstraction. Assumethatb e B [I',x € Aland V' € B' [I",z € A']
are two canonically isomorphic terms; we want to show that their lambda
abstraction are again canonically isomorphic. By hypothesis, we know there
are canonical isomorphisms

oel" I
7(xz) € A'lo] [I',z € A]
p(z,y) € B'lo,7] [I',z € A,y € B
such that
p(z,b) =b'[o,7] € Blo,7] [I',x € A (3.1)

By Proposition and Lemma also the following are canonical iso-
morphisms.

T z) e Al x € A'lo]]
p(r7}(x),y) € B'lo,a] [[,2 € A'lo],y € B(r7'(2))]
Moreover, by applying the term p~! to (1) also the following hold.
b=p (z,b0,7]) € B[,x € A
(Ar € A)b=(\x € A)p ! (z,V]0,7]) € Iz € A)B [T

By definition of canonical isomorphism between dependent products, we
have that the term

¢(f) = Az € Alol)s(77 (), Ap(f, 77 (2)))

is a canonical isomorphisms between (Ilz € A)B and (Ilx € A’[o])B'[o, 2| =
((Ilx € A")B’)[o]. Finally, we can check that

G € A)) = (A € A)p™ (@, W]o, 7))
— (e € Ao))p(r (@), p (7 (@), Vo, 7l fa])
— (\e € Alo))V[o,a]
= (Ax € A)W)lo] € (Tl € A)B)o] [T

Thus, we have concluded that (Ax € A)b € (Ilx € A)B [I'] and (\x € A"V €

(Ilx € A")B’ [I''] are canonically isomorphic terms.
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Propositional extensionality. By inductive hypothesis on the first premise,
we know that, for some ¢ prop [I"], we have [ prop [[]] = "¢ prop [I'] ;
by inductive hypothesis on the second premise corrected by Lemma
we know that [¢ prop [[]] = "¢/ prop [I']" for some proposition 1 de-
fined in the same context I of ¢'. By definition of the interpretation we
then have [ < ¢ prop [I1] = "¢ < ¢ prop [I']". Finally, by in-
ductive hypothesis on the third premise, we know that the interpretation
of [true € ¢ < ¢ prop [I']] is well defined; in particular, this means
that true € ¢’ < @’ is derivable in emTT, but this amounts to ¢’ and
Y/’ being canonically isomorphic, which in turn implies [¢ prop [[]] =
" prop [T'] = "¢ prop 1] = [ prop [I]. O

Remark 3.4.4. As already mentioned, the idea of using canonical isomor-
phisms to interpret extensional equalities in type theory was originally con-
ceived in [Mai09] between objects of a quotient model, and, independently by
Hofmann in [Hof95], whilst with the additional help of the Axiom of Choice in
the meta-theory. The results in [Hof95] were later made effective in [Our05;
WST19| with the adoption of a heterogeneous equality.

Remark 3.4.5. The interpretation of emTT + propext into emTT defined
above is effective, in the sense of [Mai09] and [WST19], since its Validity
Theorem [3.4.3] can be constructively implemented as a translation of deriva-
tions of the source theory into derivations of the target theory. We leave such
an implementation in a proof-assistant as future works.

The interpretation enjoys the following crucial (albeit trivial) property,
which allows it to be seen as a retraction of the identity interpretation of
emTT into emTT + propext.

Proposition 3.4.6. 1. IfemTT I I ctz, then [T ctx] = T cta ';
2. if emTT - A type [[], then [ A type [[]] = " A type [T];
3. ifemTTFac A, then [ac A[l]]="ac Al
Proof. Straightforward by induction on the derivations of emTT. m

As an immediate consequence, we have that propositional extensionality
is really a conservative assumption over emTT.

Corollary 3.4.7 (Conservativity). If emTT + ¢ prop [I'] and emTT +
propext F ¢ true [I'], then emTT F ¢ true [I'].
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Proof. By point 2 of Proposition , [ prop [[]] = "¢ prop [[]; then,
by point 3 of Theorem [3.4.3] we know that [true € ¢ [I']] is defined and the
types of its representatives are canonically isomorphic to ¢ prop [['], which,
therefore, is inhabited. ]

After the above results, because emTT + propext seems to behave better
than emTT with respect to mTT, and, at the same time, it is completely
equivalent to emTT from a proof-theoretical point of view, it would be
tempting to replace emTT with emTT + propext as the extensional level
of the minimalist foundation. However, this cannot be done since adding
propositional extensionality breaks the compatibility with the calculus Tropos
for the internal language of toposes, where propext does not hold.

3.5 Equiconsistency of the two levels

Putting together the work of the previous sections we finally derive the fol-
lowing.

Corollary 3.5.1 (Equiconsistency). The theories mTT and emTT are
equiconsistent.

Proof. From the quotient interpretation of [Mai09], we know that the consis-
tency of mTT implies that of emTT. For the other direction, we know
that emTT + propext is an extension of mTT by Proposition in
turn, emTT + propext is equiconsistent to its fragment emTT by Corol-

lary [3.4.7 O

Furthermore, with a little extra work, we can upgrade the equiconsis-
tency result to a proof-theoretic equivalence over the language of second-order
arithmetic.

Recall that the language of second-order arithmetic is two-sorted over
predicate logic (where equality is not assumed as primitive). The sorts will
be denoted as N and P(N). All the function symbols are relative to the sort
N and they are a constant 0 for the zero; a unary function S for the successor;
and two binary functions + and - for sum and multiplication, respectively. Its
predicate symbols are a binary relations n = m for equality between terms of
sort N; and a binary relation ne U for membership between a term n sorted
by N and a term U sorted by P(N).

Such language admits an obvious interpretation both in mTT and emTT.
In particular, in mTT the sort P(N) is interpreted as N — Propg, the
membership relation neU as T(Ap(U,n)), and the equality n = m as the
intensional propositional equality Id(N,n,m); while emTT interprets the
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sort P(N) as N — P(1), the equality relation n = m as the extensional
propositional equality Eq(N,n,m), and the membership relation neU as
Dc(Ap(U,n)).

Corollary 3.5.2. The theories mTT and emTT prove the same second-
order arithmetic formulas.

Proof. Let ¢ be a formula in the language of second-order arithmetic, and
denote with ¢yt and YemT its interpretation as a proposition of mTT
and emTT, respectively. Our goal is to show that emTT + pemrr true if
and only if there exists a term p such that mTT F p € pypr.

In one direction, observe that the embedding of mTT into emTT +
propext in Proposition[3.2.1]translates @yt into emrT, since the only differ-
ences in the interpretations are those regarding propositional equalities Id and
Eq and the collections Props and P(1). Now assume that mTT F p € o1
for some proof-term p; then, again by the embedding of Proposition [3.2.1]
we obtain emTT + propext  @emrr true, and, by Corollary also
emTT - e true.

For the other direction, we use the restore interpretation of [Mai09], de-
noted as (—)%. Firstly, we show that the interpretation ¢Z_r of YemrT
in mTT is equiprovable to ¢y,rT; more generally, we show that the quo-
tient interpretation commutes, up to isomorphism, with the interpretations
of second-order arithmetical sorts, terms, and formulas.

Logical symbols. The quotient interpretations fixes the falsum constant,
the propositional connectives, and the quantifiers.

The sort N and the equality relation. Following the interpretation of the
singleton set and the list constructor, it is easy to check that the extensional
set N and its extensional propositional equality Eq(N, z, y) can be interpreted
in mTT as N and Id(N, z, y), respectively.

Terms. Since the interpretation fixes the introduction and elimination
terms for list, all the relevant natural number terms — namely, the zero con-
stant, and the successor, addition, and multiplication operations — are fixed
when passing from emTT to mTT.

The sort P(N). By the interpretation of the function space and the power-
collection of the singleton, we have that the extensional collection P(N) is
interpreted as the intensional collection

(Xf € N = Props)(Va,y € N)(Id(N, 2,y) = (T(f(z)) = T(f(y)) )

99



which, in turn, is isomorphic to N — Props, since the proposition used to
define it by comprehension is always satisfied.

The membership relation. Thanks to the interpretation of the proposi-
tional equality of the collection P(1), the interpretation of the relation of
membership is interpreted as follows.

De(Ap(U,n))* = (Eq(P(1), Ap(U,n), [T]))*
= (T(Ap(U7, ) & T)
& T(Ap(UE, nh))

We can now conclude since, if emTT F @emrT true, then by the validity
of the quotient interpretation there exists a proof-term p such that mTT +
p € ¢L 11, and thus, by equiprovability, also one for pmrT. O

Remark 3.5.3. In the above corollary, it was crucial not to have assumed
equality as a primitive logical symbol, but only as a relation between terms
of N. Its proof would not have worked if we had allowed formulas involv-
ing the equality of P(N) because the difference between intensionality and
extensionality would have appeared.
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Chapter 4

The classical version
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Chapter Abstract

In this chapter, we extend to the Minimalist Foundation Gédel’s double-
negation of classical arithmetic into intuitionistic arithmetic. In this
way, we show the equiconsistency of the Minimalist Foundation with
its classical version, and its compatibility with classical predicativism
a la Weyl. By adapting the same technique we show that also the
Calculus of Constructions is equiconsistent with its classical version.

This chapter is adapted from joint work with M. E. Maietti [MS24].

4.1 Overview

In Chapter [3, we proved that the two levels of the Minimalist Foundation
are equiconsistent (Corollary , and even equivalent when it comes to
second-order arithmetic (Corollary . These results, together with the
intended use of the two levels described in Section justify the following
definition.

Definition 4.1.1. We refer to the classical counterpart or classical version
of MF as the theory emT T obtained by extending the extensional level
emTT with the Law of Excluded Middle

LEM P Prop
p VvV —p true

The main goal of this chapter is to show that emT T is equiconsistent
with emTT. We will do so by adapting the Godel-Gentzen double-negation
translation of classical logic in the intuitionistic one (see for example [TD88])
to interpret emT T within emTT, exploiting in particular the fact that the
type constructors of emTT preserve the ——-stability (from now on, just
stability) of their propositional equalities.

As a consequence of the equiconsistency of emTT with emTT¢, we
will also show that real numbers a la Dedekind do not form a set neither
in emTT, nor in emTT". Therefore, as anticipated in Subsection [1.2.3]
emTT* can be taken as a foundation of classical predicative mathematics in
the spirit of Weyl in [Weyl8|, and of course MF through emTT becomes
compatible with it.

Finally, by exploiting the fact that the intensional level mTT is a predica-
tive version of Coquand-Huet’s Calculus of Constructions [CH88|, we show
that the chain of equiconsistency results for MF can be straightforwardly
adapted to an impredicative version of MF whose intensional level is the
Calculus of Constructions equipped with inductive types from the first-order
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fragment of MLT'T, which we call CCy, thus extending the result in [Sel97]
on the equiconsistency of the logical base of the calculus with its classical
version without relying on normalisation properties of CCy.

4.2 The double-negation translation

In this section we extend the double-negation translation of predicate logic
to account for the set-theory of the Minimalist Foundation in order to inter-
pret the classical version emT T of its extensional level into the standard
intuitionistic version emTT.

The underlying idea of the translation is straightforward: we want to keep
translating propositions ¢ of emTT¢ into stable propositions ¢ of emTT
(i.e. those equivalent to their double negation) while leaving unaltered set-
theoretical constructors that do not involve logic.

Formally, a proposition ¢ prop of emTT is said to be stable if the judge-
ment ~—p = @ true is derivable. Accordingly, a collection A col is said to
have stable equality if its propositional equality Eq(A, z,y) prop [z,y € A] is
stable in emTT.

Since emTT is a dependent type system in which sorts can depend on
terms and propositions, the translation will be defined on all those entities,
and not just on formulas.

Definition 4.2.1 (Interpretation). We define by simultaneous recursion four
endofunctions (—)N on pre-contexts, pre-types, pre-propositions, and pre-
terms, respectively.

Variables and contexts. The translation does not affect variables, and on
contexts it is defined in the obvious way.

lL‘N =T

0M:=0
T,ze AN =TV, 2z e 4V
Logic. We translate the falsum constant and the propositional connectives
exactly as in the case of predicate logic.
1N=1
(AN =M AV
(p =)V =gV =V
(p vV ==V Vo)
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The translation of the quantifiers is adapted from the case of predicate logic
by recursively apply the translation also to the domain of quantification.

((Fx € A)go)N =-—(dr € AN)QON
(Ve € A)p)V = (Vo e AN)pV

Contrary to the case of predicate logic, we do not double-negate the equality
predicates. We just translate them as follows.

Eq(4,a,b)" = Eq(AY, ", 0V)

The burden of proving that the resulting proposition is stable will be trans-
ferred in the validity theorem to the translation of types, which will be re-
quired to always produce types with stable equality.

Finally, the true term is mapped to itself.

trueN = true

Set constructors. Since we do not want to alter set-theoretic construc-
tions, we just recursively apply the translation to their sub-expressions. We
report here the cases of the empty set and dependent sums:

NON = NO
Eln, (¢ := Eln, (V)

((Sz € ABYN = (2z e ANYBY
(a, b>N = (aV, bN>
N

{
Els(d, (z,y).m)" = Elg(dV, (z,y).m")

The same (trivial) pattern will apply also to the pre-syntax of singleton set,
disjoint sums, dependent products, lists and quotients.

Power-collection of the singleton. We translate the power collection of the
singleton into its subcollection of stable propositions up to equiprovability.

PN := (2 x € P(1))(~-Dc(z) = Dc(z))
The translation of its introduction constructor just accounts for this change.

M=y

(] M, true)
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This concludes the definition of the translation. We immediately notice
that it enjoys the following syntactical property, which we will tacitly exploit
in the rest of the discussion.

Lemma 4.2.2 (Substitution). If e and t are two expressions of the pre-
syntaz, and  is a variable, then (e[t/z])N = N[tV /x].

Proof. Straightforward, by induction on the pre-syntax. n

Before proving the Validity Theorem, we recall a series of closure prop-
erties for stable propositions. The following statements are already true in
intuitionistic predicate logic.

Proposition 4.2.3. 1. L s a stable proposition;
2. if p and ¢ are stable propositions, then also o N is;

3. if v is a proposition (not necessarily stable) and ¢ is a stable proposi-
tion, then also @ = 1 is a stable proposition;

4. if o(x) prop [x € A] is a stable proposition, then so is (Vx € A)p(z);
5. a negated proposition — s always stable.
Proof. Entirely analogous to the case of intuitionistic predicate logic. O

The next proposition will be vital to prove point 2 of the Validity Theorem
[4.2.5] as it shows how stability of the equality predicate is preserved by type
constructors.

Proposition 4.2.4. In emTT the following closure properties for type with
stable equality hold:

1. the set Ng has stable equality;
the set Ny has stable equality;
if A is a set with stable equality, then List(A) has stable equality;

if A and B are sets with stable equality, then A+ B has stable equality;

if A is a type with stable equality and B(x) is a dependent family over
A with stable equality, then (Xx € A)B(z) has stable equality;

6. if A is a set (not necessarily with stable equality) and B(z) is a de-
pendent family over A with stable equality, then if (Ilz € A)B(x) is a
well-formed collection, then it has stable equality;
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7.

if A is a set (not necessarily with stable equality) and R is a stable
small equivalence relation over A, then A/R has stable equality;

8. the collection (X € P(1))(=—Dc(z) = Dc(x)) has stable equality;

9. propositions have stable equality.

Proof. In the following, in the proof of each point we implicitly exploit the
characterisation of equality of type constructors proved in Proposition [1.7.8
and the usual properties of stable propositions recalled in Proposition [4.2.3

1.
2.

6.

Trivial, since L is stable.
Trivial, since T is stable.

By induction on lists, again using the fact that | and T are stable,
and that conjunction preserves stability.

By induction on disjoint sums.

. Assume A col and B(x) col [z € A] to be two collections with stable

equality. We must prove that for terms a,a’ € A, b € B(a), and
V' € B(ad') the proposition (3z € a =4 da’) b =p(, b is stable. By
the elimination rule of the existential quantifier, we can derive the
following.

(Brea=4d)b=punt = a=sd
Vyea=ad) (Frea=ad)b=ppt = b=paul)

From these, we get

=3z €a=40d)b=puyb = -a=sd (4.1)
(Vy ca=xn a/)(—'—\(EL’L’ €a=y a') b =B(a) ¥ = —=b =DB(a) b/) (42)

Assume =—(3z € a =4 d') b =p(q) V; from (4.1) we deduce -—a =4 d’
and, since A has stable equality, we conclude a =4 a’; knowing that
a =4 a' holds, we can now apply the hypothesis to (4.2) and we deduce
——b =p(e b, which, since B(a) has stable equality for any given a,
implies b =g, b'; finally, by the introduction rule of the existential
quantifier we have (3z € a =4 a’) b =p(,) V'. Hence, we have shown
that the proposition (3o € a =4 a’) b =p(q) V' is stable.

Stability is preserved by universal quantification.
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7.

9.

By induction on quotients, recalling that quotients in emTT are effec-
tive.

For the collection (Xx € P(1))(=—Dc(x) = Dc(z)) we have that, by the
rules for equality of dependent pairs and propositions in Proposition
1.7.8] its propositional equality is equivalent to

m1(2) =pa) m(w) with z,w € (Xx € P(1))(——Dc(z) = Dc(x))

which, again by the case of P(1) in Proposition [1.7.8] is in turn equiv-
alent to

Dc(m1(2)) < De(m(w))

Since the propositions Dc(7;(2)) and De(7 (w)) are stable (by m2(2) and
mo(w), respectively), and since conjunction and implication preserve
stability, we conclude that (¥z € P(1))(=—Dc(z) = Dc(z)) has stable

equality.

Trivial, since T is stable.

We are now ready to prove the validity of the interpretation.

Theorem 4.2.5 (Validity). The translation is an interpretation of emTT¢
into emT'T, in the sense that it preserves judgement derivability between the
two theories:

1.

SR

if emTT T ctz, then emTT TV ctz

if emTT* - A type [T], then emTT F AN type [TV]

if emTT - a € AI], then emTT I oV € AN [TV]

if emTT® - A = B type [I'], then emTT + AN = BV type [IV]
ifemTT Fa=0b¢€ A, thenemTTF oV =V € AV [IV]

Moreover, the translation produces stable propositions and, in particular, col-
lections with stable equality:

6.

if emT'T - ¢ prop [['], then

emTT - ——¢" = ¢V true [[V]
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7. if emTT = A col [T], then

emTT + —|—|Eq(AN,x,y) = Eq(AN,a:,y) true [FN,x e AN ye AN]

Proof. All seven points are proved simultaneously by induction on judge-
ments derivation. Due to the trivial pattern of the translation on most of
the constructors, the majority of cases are trivially checked.

The cases involving the axiom of the excluded middle, the falsum con-
stant, the disjunction and the existential quantifier are checked as in the
case of translating classical predicate logic into the intuitionistic one using
Proposition [4.2.3]

Point 6 on propositional equality is checked using the inductive hypothesis
on point 7; in turn, for point 7 it suffices to apply the inductive hypotheses
using Proposition [4.2.4] O

As an immediate corollary we have that
Corollary 4.2.6. The theories emTT¢ and emTT are equiconsistent.

Proof. By point 3 of Theorem [3.4.3] since the inconsistency judgement true €
1 [] is sent by the translation to itself. O

4.3 Compatibility with classical predicativism
a la Weyl

As anticipated in Section from the equiconsistency between emTT
and emTT we can deduce that, accordingly to Weyl’s treatment of clas-
sical predicative mathematics [Wey18], neither Dedekind real numbers nor
functional relations from the set of natural numbers to itself form a set.

We start by observing that, although classical, in emTT* the type of
booleans Bool := N; + N; is not a propositional classifier; this is because,
even in the presence of the excluded middle, we cannot eliminate from a
disjunction ¢ V —p towards the set N; + N;. More generally, we can easily
adapt Proposition to prove the following result.

Proposition 4.3.1. In emTT¢, the collections P(1) and P(N) are proper.

Proof. Since we know by Corollary that emTT* is equiconsistent with
emTT, we can follow the same proof of Proposition [1.7.4] O
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Moreover, recall that in emTT the collection of real numbers can be
defined through Dedekind (left) cuts as

R:=(XAe€P(Q))((Fg € Q)qecA
A(3geQ)~qe A
ANNMge A)Vre Q)(r<qg=recA)
ANNVge A)(TreA)g <)

while the collection of functional relations from the set of natural numbers
to itself as

FunRel(N,N) := (YR € P(N x N))(Vz € N)(3ly € N)R((z, y))

Theorem 4.3.2. In emTT*, and thus also in emTT, the collections R and
FunRel(N,N) are proper.

Proof. If R were isomorphic to a set, then the set {0,1}r obtained from R
by comprehension through the small proposition

VgeQ)ge A= qg<0)V (VgeQ)(gec A<= qg< 1) with A e P(Q)

would be isomorphic to a set too. In turn, it is easy to show that, classically,
P(1) is isomorphic to {0, 1}g; the isomorphism is obtained by specialising to
{0, 1} the following operations between P(1) and P(Q).

(Vg eQ)lge A qg<1)]eP) [AePQ)
{¢€Ql(g <OA=Dc(x)) V(g <1ADc(z))} € P(Q) [z € P(1)]

We conclude by Proposition [4.3.1]

For FunRel(N, N) the proof is analogous, using the set obtained by compre-
hension from it through the small proposition R({z,y)) = y =y 0V y =y 1,
with R € P(N x N). ]

4.4 Equiconsistency of the Calculus of Con-
structions with its classical version

Recall that the intensional level mT'T of MF can be seen as a predicative ver-

sion of the Calculus of Constructions in [CH88|. More precisely, consider the
impredicative theory mTTi,, obtained by extending the intensional level
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mTT with the congruence rules for types and terms and with the follow-
ing resizing rules collapsing the predicative distinction between effective and
open-ended types.

. 70
prop-into-prop, Y Prop

col-into-set
A set © Props

Analogously, consider the impredicative theory emTT;,, obtained by ex-
tending emTT with the same resizing rules above.

The theories mT T, and emTT;,,, can be interpreted as an extended
version of the Calculus of Constructions with inductive types from MLTT,
and an extensional version of it with the quotient constructor, respectively.
In particular, we know from Theorem [1.8.2] that mTT;y,, coincides with
CCML.

Remarkably, the addition of impredicativity to MF does not affect most
of the techniques used to investigate its meta-mathematical properties. In
particular, the quotient interpretation of [Mai09|, the equiconsistency of the
two levels proven in Chapter [3] and the equiconsistency with the classical
version proven in this chapter all scale easily to the impredicative case.

Proposition 4.4.1. The theory emT Ty, s interpretable in the quotient
model constructed over mTTin,.

Proof. By using the same interpretation defined in [Mai09]. The additional
resizing rules of emT T, are easily validated. For example, consider the rule
col-into-set; to check its validity we need to know that, for each emTTn,,-
collection A, the dependent extensional collection AZ interpreting it is a
dependent extensional set, which, by definition, amounts to know that its
support AZ is a set and its equivalence relation =4z is a small proposition;
but this is guaranteed precisely by the resizing rules of mTTy,. O]

Corollary 4.4.2. The theory emT T, is interpretable in the quotient model
constructed over CCyy.

Proof. Combining Theorem [1.8.2] and [4.4.1] O

Proposition 4.4.3. emTT;,,, + propext is conservative over emT T, and

C - - C
emTT;  + propext is conservative over emT'I; .

Proof. Since canonical isomorphisms has been defined inductively in the
meta-theory, and not internally as in |[CM22|, we can use the same inter-
pretation described in Definition [3.4.1] In the second point of the Validity
Theorem the additional resizing rules of the source theories are val-
idated thanks to the same rules in the corresponding target theory; in the
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third point of the same theorem, the additional axiom LEM is validated
analogously, thanks to the fact that the interpretation fixes the connectives:
[eV-p] = "oV =y | whenever [¢] = "¢, By the same observations,
Proposition [3.4.6| still holds in the presence of resizing rules and of LEM.

Then, we can conclude as in Corollary [3.4.7] O

Proposition 4.4.4. The theories emTT} , and emT Ty, are equiconsis-
tent.

Proof. By using the double-negation interpretation already defined in
for the predicative case; the additional resizing rules are trivially validated
in the second point of the Validity Theorem [4.2.5| O]

We then consider the classical version of CCyL obtained by adding to
its calculus a constant lem formalising the Law of the Excluded Middle.

lem € (Vx € Prop)(z V —x)

We call CCy, the resulting theory. Notice that, contrary to MF, where
we focused on the extensional level to define its classical version, here we
chose to add classical logic directly in the intensional level. We think this
choice is more in line with the existing literature on classical extensions of
the Calculus of (Inductive) Constructions.

Remark 4.4.5. Even with the additional power given by the combination
of impredicativity and the excluded middle, in CCy, , the set Bool is not a
propositional classifier, again because of the distinction between propositions
and arbitrary types.

Proposition 4.4.6. CCy, s interpretable in emTT},  + propext.

Proof. Thanks to Theorem , we can refer to the theory mTT,, ex-
tended with the constant lem above. Then, we extend the interpretation of
Proposition by sending such new constant to the canonical proof-term
of the extensional level lem +— true. The additional rules assumed on top
of those of mTT, namely the congruence rules, the resizing rules, and the
typing axiom of lem are validated by the interpretation simply because all

their translations are equivalent to rules already present in emTTy . ]

Corollary 4.4.7. The theories CCyL and CCyy are equiconsistent.

Proof. Following the chain of interpretations depicted below, successively ap-
plying Proposition [£.4.6] Proposition [£.4.3] Proposition [4.4.4] and Corollary
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4.4.2)

CC,CV”_ ------------------------------ > CCML

! |

emTT;  + propext —— emTT;  —— emTT,,

imp imp
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Conclusions

In this work, we first provided a thorough introduction to the Minimalist
Foundation, recalling in particular its compatibility with other foundational
systems for constructive mathematics (Chapter . Drawing from the works
in [MS23a] and [Sab24], these compatibility results were then extended to
the presence of inductive and coinductive predicates, which in turn we have
shown to coincide with the inductive and coinductive construction of topolo-
gies in Formal Topology and the well-known (co)inductive scheme of (non-
Jwell-founded trees in Martin-Lof’s type theory (Chapter . Successively, we
proceeded to investigate some important meta-theoretical properties of the
Minimalist Foundation by adapting the results in [MS24]. On the one hand,
we improved our understanding of the relationship between its two levels
by proving their equiconsistency, and, more generally, their equivalence over
second-order arithmetic (Chapter . On the other hand, we investigated
the classical version of the Minimalist Foundation, showing, in particular, its
equiconsistency with the standard intuitionistic version and its compatibility
with classical predicativism a la Weyl (Chapter [4)).

As future works, we would especially like to merge the results of Chapters
and 4| in the sense of proving the equiconsistency between the classical
and the intuitionistic version of the Minimalist Foundation extended with
inductive and coinductive predicates. The difficulty of this task lies in the
fact that we cannot reuse the same technique we used for the base calculus,
namely the Godel-Gentzen double-negation translation; since it does not go
through the (co)inductive definitions considered in Chapter
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A.1 Minimal Type Theory mTT

A.1.1 Structural rules

Inclusion between kinds

_ rOops _ roPs
props-into-prop $Props props-into-set ¥ Probs
@ prop p set
. : ro
set-into-col prop-into-col ¥ Prop
co @ col

Context formation and variable assumption

Foctx A col [T]
() ctx I'z € Actz

I'ze A A ctx
re Al z e A A

ax (with « fresh variable)

var

Equality rules

a€A A= B type a=beA A= B type
conv eq-conv
a€B a a=beB
A type B = A type
type-ref ——————  type-sym —— > —
ypere A= A type ype SymA:Btype
ot A= Btype B =C type
e-tra
yp A = C type
term-ref acd term-s a=bed
rm-ref —— rm-sym —
a=a€A y b=acA
a=beA b=cecA
term-tra
a=ceA
Ctype Iz e A,A] a=be Al

[
WPe S = lafa] = Clbja] type [T, Ala/a]
ceClzeAA] a=be Al
cla/z] = c[b/x] € Cla/x] [I', Ala/z]]

term-sub
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A.1.2 Type constructors

Falsum

E_J_goprop pe L

Fl
L prop, ElL(p) € ¢

Leibniz Propositional Equality

Acol a€ A be A Aset ac A be A

F-1d F.-Id
Id(A, a,b) prop Id(A, a,b) props

acA
id(a) € 1d(A, a, a)

[-1d

Id(A,a,b) @(z,y)propz € Ay € Al t(x) € p(z,x) [z € A]
Ela(p, ().t) € ¢(a,b)

acA ox,y)proplx € Ay € A t(x) € p(z,z) [z € 4]

Elia(id(a), (x).t) = t(a) € p(a,a)

Eid LS

BC-Id

Conjunction

pprop Yprop . QProps Y props

p N prop T @AY propy
L\PEP aEY pprop Y prop
(pna) € o N

A €PN
EpPEY Yoo g APEPAY

m(p) € @ () €

pEY qE€Y pprop P prop
BC-A :
™ ((paq) =p €@

F-A

pEY qE€Y pprop Y prop
BCo-A h
(P q) =q €Y
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Disjunction

Ly £Prop W prop Foy PProps Y props

© V1 prop © VY prop,
|y PEY »prop Y prop |2vq€1/) @ prop 1 prop
1~ . - N
inly(p) € p VY inry(q) € p VY

£y PEPVY xprop tz)ex(rey] s(z)exfrey]
ElV(p7 (fL‘)t, (I)S) € X
C,y EPTOP_ Y prop xprop pEy tr)exlreyl s)exlrey]
! Ely(inly(p), (x).t, (z).s) = t(p) € x

e,y PProp wprop xprop g€V Hz)Exlrey] s(r) Exlr eyl
’ Ely(inry(q), (z).1, ().5) = s(q) € X

Implication

., $prop v prop Foo PPTOPs Y props
@ = 9 prop @ = 1 props
L Pprop yprop Ux) €y [z €y

(Asz €p)t(x) € =9
£ PEP=Y q€y
Ap_(p,q) € ¥
__pprop dprop peyp tx) €Y [ €y
P T R (e € ) p) = H) € 0
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Existential quantification

o(x) prop [z € A] A set  @(x) props [z € A
F-3 F.3
(Fz € A)p(x) prop (Fz € A)p(z) props

(x)prop[r € A] a€ A pe€y(a)
(a,3p) € (3 € A)p(x)

g€ BreNp(x) Yprop Hzy) ey [reAye o)

13 2

E

Ela(p, (z,9).t) € ¥
o(x)proplr € A] a€ A pe ya)

Yprop t(x,y) €Y [r e Ay € ()]

S B (aap) (. 9)4) = Hap) € b

Universal quantification

Fy o(x) prop [x € A] Ly A set  p(x) props [z € A

(Vx € A)p(x) prop ° (Vx € A)p(x) props

() prop [x € A] i(z) € ¢(x) [z € A]
(A € A)t(x) € (Vx € A)p(x)
pe (Ve Ap(x) ae A
Apy(p, a) € ¢(a)
(x) prop [x € A] t(z) € p(x)[x € A] a€ A
Apy((Ava € A)t(x), a) = t(a) € p(a)

Ly £

E-V

pCy 2

Empty set

a €Ny B(x) col [z € No|

F-N Ein. (1) € Bla)

E-No

0 Ng set
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Singleton set

F-N;

N
Nl set ! * € Nl
a €Ny B(x)col [x € Ny|] be B(x)
Eln, (a,b) € B(a)

B(z) col [x € N1] b e B(x)
EINl(*v b) =be B(*)

E-N;

BC-Ny

Universe of small propositions a la Tarski

© Props ¢ € Props
F-Propy —— I-Props ———— E-Prop, —————
rop Props col rop © € Props oP T(c) props
s P S
C-Prop, Agp prop n-Prop. Ac € Prop
T(9) = ¢ prop, T(c) = c € Props
— < = d € Props
Eq-Prop. Ago Az/; prop Eq-E-Prop, c € Prop
» = 1 € Props T(c) = T(d) props

Dependent sums

B(z) col [x € A] A set  B(z) set [x € A
(Xx € A)B(x) col (Xx € A)B(x) set

acA beB(a) B(x)colxe A

F-2

- (a,b) € (Xx € A)B(x)
€ (¥z € A)B(x)
£ M(z) col [z € (3z € A)B(z)] m(z,y) € M({(z,y)) [x € A,y € B(x)]
Els(c, (z,y).m) € M(c)
B(z)col[xr € A] a€ A be B(a)
sey M(z) col [z € (Xx € A)B(z)] m(x,y) € M({x,y)) [r € A,y € B(x)]

Els({a,b), (x,y).m) = m(a,b) € M({a,b))
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Dependent products

A set  B(x) set [z € A] A set
(Ilz € A)B(x) set F-11Props (Ilz € A)Props col
LI t(z) € B(z) [x € A] (Ilz € A)B(x) col
(Az € A)t(z) € (Ilx € A)B(x)
felz e A)B(z) a€ A
Ap(f,a) € B(a)
t(x) € B(x) [x € A] (Illz € A)B(z) col a€ A
Ap((A\x € A)t(z),a) =t(a) € B(a)

F-11

E-1I

BC-I

Disjoint sums

F+Aset B set
A+ B set
I+a€A A+ B set |+b€B A+ B set
' inl(a) e A+ B 2 inr(b) ¢ A+ B
cc A+ B

N M(z)col [z € A+ B] t(x) € M(inl(z)) [x € A] s(z) € M(inr(z)) [z € B|

El, (¢, (x).t, (x).s) € M(c)

a€ A

5Cot M(z) col [z € A+ B]

(x) € M(inl(x)) [z € A] s(z) € M(inr(z)) [z € B]

t
El(inl(a), (2) 4, (x).5) = t(a) € M(inl(a))
be B

BCo-+

M(z) col [z € A+ B] t(x) € M(inl(x)) [z € A] s(z) € M(inr(z)) [z € B]

Ely (inr(b), (2).1, (x).5) = s(b) € M(inr (b))
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A set
F-List ——————
st List(A) set
_ A set . lelist(4A) ac A
l;-List ——— l,-List
TS e List(A) e cons(l,a) € List(A)

[ €List(A) M(z) col [z € List(A)]
be M(e) c(x,y,z) € M(cons(z,y)) [x € List(A),y € A,z € M(x)]

et Elv(L, b, (2,9, 2).¢) € M()
M(z) col [z € List(A)]
5C,-List be M(e) c(x,y,z) € M(cons(z,y)) [z € List(A),y € A,z € M(x)]
' Elist(€, 0, (z,y,2).c) =b € M(e)
[ €lList(A) a€ A M(z) col [z € List(A)]
. be M(e) c(x,y,z) € M(cons(z,y)) [x € List(A),y € A,z € M(x)]
/BC2‘L|St

Eliist(cons(l, a), b, (x,y, 2).c) = c(l,a, El s (1, b, (x,y, 2).c)) € M(cons(l,a))

A.2 Extensional Minimal Type Theory emTT

A.2.1 Structural rules

Inclusion between kinds

TO0Ps . 0P
props-into-prop £ Probs props-into-set ¥ Props
¥ prop p set
. . 0!
set-into-col prop-into-col ¥ prop
A col @ col

Context formation and variable assumption

Foctx A col [T']
) ctx I''z e Actz

I''ee A A ctx
re Az e A A

ax (with = fresh variable)

~~

var
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Equality rules

: @ = props : @ =1 props
eg-props-into-prop — eqg-props-into-set ———
© =1 prop © = 1) set
e set'tocolA:Bset eq-pro 'tocolgp:wpmp
-set-into-col —— -prop-into-col ———
q A= B col aprop w =1 col
o aceA A= B type o a=beA A= B type
nv -conv
a€ B . a=beB
type-ref Atype t esmB:Atype
yp A= Atype ypPESYM B type
tvpetra A= Btype B =C type
yp A = C type
term-ref acd termsma:beA
a=a€A A — €A
a=beA b=ce A
term-tra
a=c€eA
Proof irrelevance
70, S T0 S S
orop-true PPIP PEP L ono $PTP PEY 4€¢
true € ¢ p=qey

A.2.2 Type constructors

For readability, we postpone to the last paragraph the congruence rules of all
type and term constructors. The only exception is for the congruence rules
of the introduction term of the power-collection of the singleton and the
introduction term of the quotients, which do not follow the common trivial

pattern and are reported also in the corresponding section.

Falsum

£ £l p prop L true
L props Y true
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Extensional Propositional Equality

Acol a€eA beA Aset ac A be A
F-Eq Fs-Eq
Eq(A,a,b) prop Eq(A,a,b) prop,
A Eq(A
LEq a € E-Eq q(A, a,b) true

Eq(A, a,a) true

Conjunction

_ $pprop ¥ prop

F
© N prop

p true P true

[-A
© AN true

Disjunction

L\ $Prop ¥ prop

F
© VY prop

vV gotrue @ prop 1/}]37’0]?

a=beA

_p $props ¥ props

Iy

© V1 true

F
) © AN prop,
A Y true A Y true
£, PRV Irue o p A true
@ true Y true
Fy PPrOPs W props
© V1 props
Y Y true @ prop Y prop
2 w VY true

E\/gp\/@btrue X prop x true [x € ¢| x true [z € ]

Implication

___pprop 1 prop

X true

F__ P Props Y prop,

F-=
@ = prop © = P props
L P Prop Y prop 1 true [x € ¢ N = 1 true ¢ true
© = 1 true Y true
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Existential quantification

o(x) prop [z € A] A set  @(x) props [z € A
F-3 F-3
(3z € A)p(x) prop (Jz € A)p(x) props

(x)prop[x € A] a€ A ¢(a) true

-3 %
(Fz € A)p(x) true

dz € A)p(z) true o prop Y true [z € A,y € ()]
Y true

E-3 (

Universal quantification

o(x) prop [z € A] A set  p(x) props [z € A]
F-v For

(Vz € A)p(x) prop (Vz € A)p(x) props
Ly o(x) prop [v € A]  @(x) true [z € A] v (Vo € A)p(x) true a€ A

(Vo € A)p(x) true o(a) true
Empty set
a € Ng B(x) col [z € No|

F-N E-N

° No set 0 Eln,(a) € B(a)
Singleton set
F-N I-N

! N; set ! * € Ny

a €Ny B(x)col [x €Ny] be B(x)
Eln,(a,b) € B(a)
B(z) col [x € N7] b€ B(*)
Eln, (,b) = b € B(%)

E-N;

BC-Ny
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Power-collection of the singleton

FP) e P

P(1) col
p 1) true [p] = [¥] € P(1)
[l = [¥] € P(1) ef-P(L) 0 < Y true

UeP(l) VeP@)
Eq(P(1),U,V) props

eq-1-P(1)

UeP(1)

F-Eq-P(1) [Eq(P(1),U,[T])] =U € P(1)

n-P(1)

Dependent sums

B(z) col [x € A] A set  B(z) set [x € A
(Xx € A)B(x) col (Xx € A)B(x) set
acA beBla) B(x)colx e A

(a,b) € (Xx € A)B(x)

€ (Xx € A)B(x)

M(z) col [z € (Xx € A)B(x)] m(z,y) € M((z,y)) [z € A,y € B(x)]
Els(c, (z,y).m) € M(c)
B(z)col[xr € A] a€ A be B(a)
M(z) col |z € (Xx € A)B(z)] m(z,y) € M((x,y)) [vr € A,y € B(x)]
Els((a,b), (x,y).m) = m(a,b) € M({a,b))

F-5

F-2

-2

E-2

BC-X

Dependent products
A set  B(z) set [z € A A set
F-ITP(1
(Ilz € A)B(x) set PA) (Ilz € A)P(1) col

€ B(x) [r € A] (Ilx € A)B(x) col
Az € A)t(z) € (Ilz € A)B(x)

fe(llz e A)B(x) a€ A

F-T

L L®)

A0 € B@

t(z) € B(x) [x € A] (lz € A)B(z) col a€ A
petl Ap((\z € A)(x), a) — t(a) € Bla)
D CII f € (lx € A)B(x)

(Ax € A)Ap(f,z) = f € (llx € A)B(x)
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Disjoint sums

; A set B set
- A+ B set
I—+a€A A+ B set _+b€B A+ B set
' inl(a) e A+ B ? inr(b) ¢ A+ B
ce A+ B
-t M(z) col [z€ A+ B] t(x) € M(inl(z)) [x € A] s(z) € M(inr(z)) [x € B]
El, (¢, (x).t, (x).s) € M(c)
ac A
5Cot M(z) col [z € A+ B] t(x) e M(inl(x)) [z € A] s(z) € M(inr(z)) [z € B]
' El, (inl(a), (x).t, (z).s) = t(a) € M(inl(a))
be B
5Ct M(z) col [z € A+ B] t(x) € M(inl(x)) [z € A] s(z) € M(inr(z)) [z € B]
i Ely (inr(b), (x).t, (z).s) = s(b) € M (inr(b))
Lists
) A set
F-List List(A) set
A set . lelist(4A) ac A
h-List € € List(A) lo-List cons(l,a) € List(A)

[ € List(A) M(z) col [z € List(A)]
be M(e) c(x,y,z) € M(cons(z,y)) [x € List(A),y € A,z € M(x)]

ErList Eluwe(l, b, (2,7, 2).c) € M(1)
M(z) col [z € List(A)]
5C,-List be M(e) c(x,y,z) € M(cons(z,y)) [x € List(A),y € A,z € M(x)]
! Eluise(€, b, (2,1, 2).c) = b € M(e)
lelist(A) a€ A M(z) col [z € List(A)]
5C,-List be M(e) c(x,y,z) € M(cons(z,y)) [z € List(A),y € A,z € M(x)]

ElList(cons(l, a), b, (z,y, 2).c) = c(l, a, El (1, b, (2,9, 2).c)) € M(cons(l,a))
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Quotients

A set  R(x,y) props [v € A,y € A

R(x,x) true [z € A]

R(y,x) true [x,y € A,p € R(z,y)]

R(z,z) true [x,y,z € A,p € R(x,y),q € R(y, 2)]

FQ A/R set

A/Rset ac A

la] € A/R

A/Rset a€ A be A R(a,b) true off [a] =
[a] = [b] € A/R R(a

M(z) col [z € A/R]
ce A/JR m(x) e M(
m(x) = m(y) € M([z]
Elo(c, (

M(z) col [z € A/R]
acA m(x)e M(
m(z) = m(y) € M(
Elo([a], (z).

I-Q

b € A/R
,b) true

eq-1-Q

[2]) [z € A]
JxeAjye Ajp € R(z,y)]
x).m) € M(c)

E-Q

]) [z € A]
[z]) [t € A,y € A,p € R(z,y)]
m) =m(a) € M([a])

[z

pC-Q
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Congruence rules

A=Ccol a=bceA c=deC
Eq(A,a,b) = Eq(C, ¢, d) prop

A=Cset a=bec A c=decC
Eq(4, a,b) = Eq(C, ¢, d) prop,

eq-F-Eq

eq-Fs-Eq

p=y'prop y=y'prop . p=¢ props Y=y prop
p N = @' N prop ) N = @' N prop,

p=y¢prop p=y'prop =g props Y=y props

eq-F-N

eq-F-Vv
) YV =@ Vi prop ) Vb= Vi prop;
= ¢ =) = o' prop, =’ props
eq Fm PP PIOP v=yiprop g 9 =9 props $ =4 prop
==y = prop o= =y = prop;

A= Bcol ¢(x)=1(x)prop|re A

eq-F-3 (z € A)p(x) = (3x € B)(x) prop
eq-F. 3 A= Bset (x)=1(x)props [v € A
*7 (3w e A)p(r) = 3z € B)y(x) prop
A= Bcol ¢(x)=1(x)prop|re A
eq-F-v (Vz € A)p(x) = (VYx € B)(x) prop
eq-F.Y A= Bset (x)=1(x)props [z € A
T (Vo e A)p(x) = (Yo € B)y(z) props
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a=b¢eNy B(x)col [x € Ng|

4 ENo g (@) = Elng(0) € B(a)

a=a €Ny B(x)col [x €Ny b=V € B(x)
ea-E-Ns Ely, (a, b) = Ely, (a/, /) € B(a)
Y < P true
PO = e P
eq-F.5 A= Bcol C(x)=D(z)col [z e A

Xz € A)C(x) = (Xz € B)D(z) col
A= Bset C(x)= D(x) set [z € A
(3z € A)C(x) = (Xz € B)D(x) set
a=d €A B(x)co[reA b=V € B(a)
(a,b) = (@, V') € (X € A)B(x)
c=c e (Xzr e A)B(x)
M(z2) col [z € (Zx € A)B(z)] m(x,y) =m'(z,y) € M((z,y)) [x € A,y € B(z)]

—~

eq-Fs-2

~—

eq-1-X

eq-E-2

Els(c, (z,y).m) = Els(¢, (x,y).m') € M(c)
A= Bcol C(x)=D(z)col [z € 4]
(Ilz € A)C(z) = (Ilz € B)D(x) col
A = B set
(Ilz € A)YP(1) = (Ilz € B)P(1) col
eqII1 t(z) =s(z) € B(z) [x € A] (Ilxz € A)B(x) col
(Ax € A)t(x) = (A\x € A)s(z) € (Ilx € A)B(x)
f=ge(llzr e A)B(z) a=be A
Ap(f,a) = Ap(g,b) € B(a)

eq-F-11

eq-F-IIP(1)

eq-E-I1
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A=A"set B = B set
A+B=A"+ B’ set
a=a €A A+ B set cal +b:b/EB A+ B set
inl(a) =inl(a’) € A+ B - inr(b) =inr(Y) € A+ B

eq-F-+

eg-l;-+

c=cd €A+ B M(z)col|z€ A+ B]
t(x) =t'(x) € M(inl(z)) [x € A] s(z) = s'(x) € M(inr(z)) [z € B]

eq-Et ELL (e, () 4, (2).5) = EL (¢, () .2 (2).5) € M(C)
. A = B set
eq-FoList List(A) = List(B) set
_ [=1¢€clist(A) a=decA
eq-la-List cons(l,a) = cons(l’,a’) € List(A)
I =1"€eList(A) M(z) col [z € List(A)] b=1b" € M(e)
eaE-List c(x,y,2) = (x,y,2) € M(cons(x,y)) [z € List(A),y € A,z € M(x)]
= Eluc(, b, (2, 1, 2)-¢) = Elia (0, U, (2,9, 2).¢') € M(])
F-Q A= Bset R(z,y)=S(z,y)props[vr € A,y Al A/R set
e A/R = B/S set
A/Rset a€ A be A R(a,b)true
ea--Q [ = [b] € A/R
M(z) col [z € A/R]
c=cd eA/R m(x)=m/(z) € M([z]) [z € A]
m(x) =m(y) € M([z]) [r € A,y € A,p € R(z,y)]
eq-E-Q

Elq(c, (x).m) = Elq(¢, (x).m’) € M(c)

A.3 Rules for inductive constructors in MLTT

In the following, when we give the rules of a type constructor, we interpret
the formation rule’s premises as parameters of the constructor; we then take
them for granted in the premises of the other constructor’s rules.
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Rules for dependent wellfounded trees

A€ Uy
I(z) € Ug [z € A]
Br(z,y) € Ug [z € A,y € I(z)]
ar(z,y) € Br(z,y) > Alzr € A,y € I(x)]
DWg,ar € A — Up
ac A i€ I(a) f € (Ilz € Br(a,i))DWg, o (ar(a, i, 2))
dsup(a, i, f) € DWg, 4 (@)
M(z,w) type [x € A, w € DWp, 4 ()]
d(x,y,h,k) € M(x,dsup(z,y,h))
[z e Ay e l(x),
h € (Ilz € Br(xz,y))DWg, o (ar(z, y, 2)),
k € (Ilz € Br(xz,y))M(ar(z,y, z), h(z))]
a€A t € DWpg, 4r(a)
Elow(a,t, (x,y, h, k).d) € M(a,t)
M (z,w) type [x € A, w € DWp, 4 ()]
d(xz,y,h,k) € M(x,dsup(z,y,h))
[z e Ayel(),
h € (Ilz € Br(z,y))DWg, o (ar(z,y, 2)),
ke (Tls € Br(z,y))M(ar(z, y, ), h(2))]
acA ie€l(a) fe€(llze Br(a,i))DWg, 4 (ar(a,i,z))
Elow(a, dsup(a, i, f),d) = d(a, 1, f, \z.Elpw(ar(a,i, 2), f(z),d)) € M(a,dsup(a,i, f))

F-DW

[-DW

E-DW

C-DW

Rules for inductive predicates in ML

AEUO
I(xz) € Ug [z € A
Clr,y) e A= Ug [z € A,y € I(x)]

F-Ind
|nd[,c cA— Uo n

ac A i€ la) p € (llx € A)(C(a,i,z) — Ind;o(x))

I-Ind
ind(a,,p) € Ind;c(a) "
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M(z,w) type [x € A, w € Ind; ()]
d(x,y,h, k) € M(x,ind(x,y,h))
[z e Ay e I(x),
h e (Ilz € A)(C(x,y,z) — Ind; o(2)),
ke (Ilz € A)(Ilg € C(z,y, 2))M(z, h(z,q))]
a€A p € Ind; c(a)
Elia(a, p, (x,y, h, k).d) € M(a,p)
M (z,w) type [xr € A, w € Indf ()]
d(x,y,h, k) € M(z,ind(x,y, h))
[t e Ay e l(x),
he (Ilz € A)(C(x,y,z) — Indrc(z)),
ke (llz € A)(Ilg € C(z,y,2))M(z, h(z,q))]
acA iella) pe(ze A)(C(ai,z) — Ind;c(z))
Elina(a, ind(a, i, p), (z,y, h, k).d) = d(a,i,p, \z.A\q.El\na(2,p(2,q),d)) € M(a,ind(a,i,p))

E-Ind

C-Ind

Rules for inductive basic covers in ML/

A€ Ug

I(z) € Up [x € A]

Clr,y) e A= Ug [z € Ay € I(x)]
VeA— U

F-<
— <][70VEA—>U0

acA reV(a)
rf(a,7) € a <rcV

acA i€ I(a) re (lle € A)(Cla,i,z) = x <0 V)
tr(a,i,r) ca<cV

Irf -

ler-<

M(z,w) type [x € A,w € x <0 V]
¢ (z,y) € M(z,rf(z,y)) [x € A,y € V(a)]
@(x,y,h k) € M(z,tr(z,y, h))
[xe Ayel(x),
he(Ilz e A)(C(x,y,2) = 2<qec V),
ke (llze A)(Ilg € C(x,y,2))M(z,h(z,q))]
ac A pea<cV

E-<
Elo(a,p, (z,v).q1, (z,y, h, k).q2) € M(a,p)
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M(z,w) type [x € A,w € x ;¢ V]
q(z,y) € M(x,rf(z,y)) [r € A,y € V(a)]
@z, y,h k) € M(z,tr(z,y, h))
[z e A,y e l(x),
he(Illze A)(C(z,y,2) = 2<ec V),
ke (llz e A)(Ilg € C(z,y,2))M(z,h(z,q))]
aceA reVia)
Elo(a,rf(a,r),q1,q) = q1(a,r) € M(a,rf(a,r))
M(z,w) type [x € A,w € x ;¢ V]
¢ (z,y) € M(z,rf(z,y)) [x € A,y € V(a)]
@(x,y,h k) € M(z,tr(z,y, h))
[xe Ayel(x),
he(Ilze A)(C(x,y,2) = 2 <ec V),
ke (llze A)(Ilg € C(x,y,2))M(z,h(z,q))]
a€ A i€ I(a) re (Ilz € A)(Cla,i,x) >z < V)
El(a,tr(a,i,7),q1,q2) = q2(a,i, \z2 Aq.El4(2,7(2,q), 1, q2)) € M(a,tr(a,i,7))

Cr-<

Cy -«
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